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Preface
Book: Advances in Innovative Engineering and Technologies.

The advancement of engineering and scientific technologies has continuously
influenced the way we live, the way we learn; how we form opinions, communicate,
purchase product, and even explore new ideas to be more innovative and creative.
Industries have to do enormous research in their product development and meet the
requirements of the fast moving and competitive world. Hence, CAASR International
Conference on Innovative Engineering and Technologies (CAASR-ICIET 16) & CAASR
International Conference on Civil and Structural Engineering (CAASR-ICCSE'16)
brings together leading academic scientists, researchers and research scholars to
exchange and share their experiences and research advancements in all aspects of
Innovation, Engineering and Technology.

The selected works ranging from various streams like computer science; mechanical;
applications; civil and structural engineering creating diversity in innovating
awesome and best solutions providing know-how for developing new materials and
construction of specific equipment; moving to better standard of life and satisfaction.
With the nature of interdisciplinary platform, this publication provides opportunity
for researchers, practitioners and educators to present and discuss the most recent
innovations, trends, and concerns, practical challenges encountered and the solutions
adopted in the relevant field. The whole information concentrates a significant part of
available scientific and technical capability from the academic and industrial areas
and its capitalization is achieved by research in collaboration with design, as long as
these two different professions have a shared responsibility. We strongly believe this
publication will provide significant input and serve as a catalyst for new initiatives in
science, technology, engineering, and innovation. These researches definitely enhance
the knowledge on the invented methodologies and provide an opportunity for the
forth coming generations to design and develop new products and facilities.

The Editors
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“Improved Approach for Preprocessing Text using
Hadoop framework”

Ms.Swati B. Bhonde

Prof. Jayashree R. Prasad
Abstract

“No quality data, no quality results”. Preprocessing is most important task in Sentiment
Analysis as it passes data to further stages. It focuses on transforming data into a form which can
be easily & effectively used as input in many domains. In this paper, we have introduced novel
algorithm for the preprocessing of the text using distributed approach. This algorithm makes use
of many techniques to remove redundant information used for sentiment analysis and it will result
in compressing a lengthy statement into shorter and easier one without changing its meaning.
Filtered sentences enhance the performance of sentiment analysis system in terms of time & space
complexity also. Further this type of data can be used for different types of research domains like
natural language processing, information retrieval, text classification and text clustering

Keywords- SA- Sentiment Analysis, NLTK- Natural Language Processing Tool Kit, POS - Part Of
Speech, AP-Aspect polarity.

I. Introduction

Huge amount of reviews are available on Internet which can be used to determine
overall opinion or feeling of product. Very often these reviews are raw so to
preprocess them is one of the challenging tasks. We need to analyze them so that they
can be used in intelligent decision making system. The main objective of pre-
processing is to obtain the key features or key terms from existing text documents and
to enhance the relevancy between word and its associated class. Pre-Processing step is
crucial in determining quality of output for next stage that is classification. It's
important to select specific words which convey meaning & remove other words
which do not contribute to distinguish text between documents. The pre-processing
phase thus converts the original data in a text-mining ready structure. Process of text
mining is depicted in the following figure 101 It includes gathering of data from
different sources, preprocessing text, applying text mining techniques to learn
meaning of sentence. This data is then analyzed to gain specific expected information.

The importance of preprocessing is emphasized by the fact that the quantity of
training data on web is growing exponentially with the dimension of the input space.
It has already been proven that the time spent on preprocessing can take from 50% up
Amrutvahini College of Engineering, Sangamner Savitribai Phule Pune University, Pune
Maharashtra- India  swati.bhonde@gmail.com

Sinhgad College of Engineering, Pune  Savitribai Phule Pune University, Pune
Maharashtra- India  jrprasad.scoe@sinhgad.edu
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to 80% of the entire classification process [2], which clearly evidences the importance
of preprocessing in text classification process.

Preprocessing Text mining
Text documents et > echn 5
from different
sources |l
PO A
Discovery of L Analysis of
imowledge = text

Fig. 1 Text mining process

This paper discusses the various preprocessing techniques used in the present
research work. The remaining portion of the paper is organized as follows. Section II
gives literature review Section III gives preprocessing steps. Section IV describes
mathematical model & results followed by conclusion in section V.

II. Literature Review

Purpose of stemming is to reduce different grammatical forms or word forms of a
word like its noun, adjective, verb, adverb etc Anjali Ganesh Jivani [3] has discussed
different methods of stemming and their comparisons in terms of use, advantages &
disadvantages. She has also focused on difference between lemmatization &
stemming.

Vishal Gupta et.al [l has evaluated the stemmer"s performance in applications
such as spell checker for multiple languages. This approach uses algorithm to remove
suffixes using a list of frequent suffixes, He has also discussed common stemming
techniques and existing stemmers for Indian languages.

K.K. Agbele [5] focused on Pervasive computing applications which are adaptable
for user. He used Context-Aware Stemming algorithm, which is a modified version of
the extensively used Porter’s stemmer. His results have shown that the modified
algorithm significantly reduces the error rate of Porter’s algorithm without
compromising the efficiency of Porter’s algorithm.

Hassan Saif [6] has explored whether removing stop words helps or hampers the
effectiveness of Twitter sentiment classification methods. He used six datasets &
found that sometimes it gives negative impact on sentiment analysis system as it may
happen words conveying meaning will be deleted because of adverse effect of an
algorithm.

ISBN : 978-0-9948937-4-1 [192]
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Implementation of sentiment analysis is needed for wide range of classification
algorithms and for varying data size. There exist many possible directions for
research. Work has been started in distributed & parallel domain by Lin, Jimmy, and
Alek Kolcz, Liu, Bian, Jiang but literature survey shows that there is lack of system
which implements all preprocessing techniques like stemming, stopword removal,
emoticons handling & short informal text in one. So, system introduced here will
handle all these steps. As text mining tasks are CPU-bound jobs & they consume more
time, distributed framework used here significantly reduces amount of time required
for preprocessing.

III. Preprocessing Steps

Following figure shows preprocessing steps used in sentiment analysis.

Callzctlng Tevmes Analysisof
Tmierch Procezeed data

Cistmibuting :evloes en

thalamihea i Balonp

1 Wimduvl
A

F:l.h}ll:ul.'l.s::iuﬁudJu__{ij:lrjl'.mlullfrmlun‘ulh T

TR Sluzweonl Eunlicaus Zhat fefarenal BOIS Taguner
A I 4
O Bumeenl || Banding | 0| setbandiing i

Fig 2 System Architecture
A. Review Collection:

Input or data sets used in SA plays very important role. Main source is coming from
reviews from social media sites for example-in political debate, we may find peoples
opinion about certain election candidate/political parties [7l. Also, we can predict
results of election from posts sent by people. This raw data may contain short text
which should be carefully handled and it needs special attention from programmer.
Tremendous amount of work has been done in recent years on the problem of text
collections in the database and information retrieval communities.

ISBN : 978-0-9948937-4-1 [193]
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B. Stemming

This method is used to detect the root form of a word. For example, words saw, seen,
seeing & see - all can be stemmed to the word “See” [8 The goal here is to remove
various suffixes, to reduce the number of words so that to save time & memory. This is
demonstrated in Figure 3. Here morphological forms of word are treated as
semantically related.

Fig. 3 Stemming example

There are two points are considered while using a stemmer:

1. Words with different meaning are kept separately.

2. Morphological forms of words are supposed to have same meaning so they
are mapped to same word/stem.

Stemming is usually considered as a recall-enhancing device. For languages with
relatively simple morphology, the power of stemming is less than for those with a
very complex morphology. Most of the stemming experiments done so far are for
English and other west European languages [°].

Usually, stemming algorithms can be classified into three groups: truncating methods,
statistical methods, and mixed methods [0 Each of these groups has a typical way of
finding the stems of the word variants. These methods and the algorithms discussed
in this paper are shown in the Figure 4.

ISBN : 978-0-9948937-4-1 [194]



“Improved Approach for Preprocessing Text using Hadoop framework™

Stamming Algorithms

h r
Tnumcalng | I Stntitveal l I Maxed
4 L L
1} Lavias 13 1o Gty a) Inflectsonal &
Dierrvatiomal
L) Hariers 23 HMAM YErovets
¥ ParoeHask IVYASS 21 Xerox
4) Dawrian bY Corpus Based
) Coptext Seaoaitive

Fig 4 Types of stemming algorithms

Comparative analysis of Comparative, Statistical & Mixed type of stemming
algorithms [12. 13,14, 15]

Stemming expressively increases retrieval result for both the approaches; this in
turn reduces size of index file as numbers of words to be stored & indexed are
reduced. The performance of statistical stemmers is better for some rule based
stemming algorithms. [16] But the main drawback that we have seen in these statistical
stemmers is the poor coverage of language as stemming consumes more time this
method considers only sample of documents from the corpus for this analysis and
then analysis of only small collection may lead to poor coverage of the words. [17.18],

Each of these methods has their own advantages & disadvantages. In this
paper, we have used Porter’s algorithm.

It has five steps, and within each step, rules are repeatedly applied till one of them
passes the conditions. If a rule is accepted suffix is removed accordingly and then next
step is performed. The resultant stem at the end of the fifth step is returned.

The rule looks like the following:

(Condition) S1 -> S2
Where S1 and S2 are suffixes. Following are the conditions

ISBN : 978-0-9948937-4-1 [195]
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Table 1: Conditions used in Stemmers algorithm

M The measure of the stem

m The stem ends with S

*S The stem contains a vowel

*y* The stem ends with a double consonant

*d The stem ends in CVC (second C not W, X, or Y)

Example 1: (m>1) EED -> EE Condition verified: agreed -> agree
Condition not verified: feed -> feed

Example 2: (*V*) ING -> €

Condition verified: motoring -> motor

Condition not verified: sing -> sing

C. Stop word removal

Most frequently used words in English are useless in Text mining. Such words are
called Stop words. Stop words are language specific functional words which carry no
specific information. It may be of the types such as pronouns, prepositions,
conjunctions etc. If we remove stopwords from our sentence then also it should not
affect meaning of sentence. Benefits of removing the stopwords are:-

1) Reduction in size of data.

2) Reduction in processing time.

In fact, it is possible to obtain a compression in the size of the indexing structure. List
of 425 stop words is identified by researchers. Despite of these benefit, elimination of
stopwords might reduce recall. For instance, consider a user who is looking for
documents containing the phrase, “to be or not to be”. Elimination of stopwords might
leave only the term be making it almost impossible to properly recognize the
documents which contains the phrase specified [1.

D. Emoticons handling

Nowadays people are becoming bad fans of using emoticons to express their emotions
in all types of feedbacks & reviews. But use of emoticons makes processing of data
difficult, as system is completely unaware about meaning of these emoticons. In our
system we can handle these emoticons by providing specific meaning to every
emoticon. Following is the list of some emoticons and their meaning,.

ISBN : 978-0-9948937-4-1 [196]
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Typical examples of emoticon synsets-[1°]

Emoticon synset Emoticons

Happiness :-D, =D, xD, (* M)
Sadness =(=(

Crying 6="6G6N
Boredom -5 -5 (39
Love <3, (L)

Embarrassment :-$, =$,>///<
Table 1 show different positive & negative emoticons used in reviews. Benefit of
handling the emoticons is, it will correctly process emotion expressed input data [1°]

Table 2: Emoticons used in reviews

Positive Emoticons MNegative Emoticons
¥a¥ o EFEQEEE |

PDdip | 20702

PDdp == ER

R B e | =)=

E. Short informal text handling.

Short informal text is one of the challenges to sentiment analysis. It is limited in
length, usually spanning one sentence or less. It contains any misspellings, slang
terms, and shortened forms of words.

Example: How R U?, Gr8
OKKkk, Wowww, Yup! Nops..etc

It is tedious task to process such type of data. So we need to handle it by the same way
that we used while handling the emoticons. We can provide specific meaning to
different types of short informal texts which user uses while giving his opinion in a
review [20]

ISBN : 978-0-9948937-4-1 [197]
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F. POS Tagger

POS tagging is the task of labeling each word in a sentence with its appropriate parts-
of-speech like noun, verb, adjective, etc. This process takes an untagged sentence as
input then assigns a POS tag to words and produces tagged sentences as output. The
most widely used part of speech tagset for English is PennTree bank tagset. POS and
lemma of word forms are shown in Table 3 The example shown below represents the

POS tagging for English sentences [21].

Example The boy is going to the school.
Part-of-Speech Tagging

The/DT boy/NN is/VBZ going/VBG to/TO the/DT school /NN ./.

Word FOS Lemma
Flayinr M Playvingr
Flaying WG Flay
Walleed WLALE ol
Thans WS Tan
Tramrmr WG Train
Trainingz g Training
I'rains MMNE Train
I'raina WV HA Iramn

Table 3 POS & lemmas of words.

G. WordNet:

WordNet is a large lexical database of English. Nouns, verbs, adjectives and adverbs
are grouped into sets of cognitive synonyms each expressing a distinct concept.

Synsets are interlinked by means of conceptual-semantic and lexical relations.[22]

ISBN : 978-0-9948937-4-1
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Table 4: Semantic relations in Wordnet

Somantic Syntactic

. £ Examples
Relation Calegory
"}'-n--l:'.r ik NV AL AN s, ta b
stk e, sEcend

sal, umhappsy
|_|||,||.:|,_ I-| arill h,

Aoy Af, Av, M. %) wirt chy
(erpposite ) il poweriess
trieredly, imfriendly
rapelly, slowly
Iypomym N sagar I|I.||.l|l.|||-||-il'
Isiheerdimare b miapic, iree
e || nant
e peymmy ™ i, Duad
Ipare) i, maTiing
ship, Mect
| RE R L march, walg
lsiinnes) U\.hhpu r, sncitk
Esntmbbrieint v ibriver, ride
ivisice, marm

Mty V=S Af =Adpitoes = Fedy de = Adnerks

H. Analysis of processed data:

Further this data is used for different natural language processing tasks such as
classification, clustering, association etc.

Iv. Mathematical model & results
In this system we are following the distributed approach for processing of the reviews

which are collected from the web portal.
Various states carried out in this system are as follows:-

q0 - Collecting review from web portal

ql - Distributing review on hadoop system
q2 - Reviews on DatanodeO.

q3 - Review on Datanodel

q4 & g8 - Stemming.
g5&q9 - Stopword removal.
g6 & q10 - Short informal text handling, extra characters

removing
q7 & q11 - Emoticons handling
ql2 - Compress review1
ql3 - Compress review?2

ISBN : 978-0-9948937-4-1 [199]
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ql4 - Display all compressed reviews by categorized
manner i.e., positive negative or neutral.

Fig. 4 State transition diagram
Sample Input:

For a given sample input results generated are shown below:
Graph shows time (in Sec) on Y axis & activities carried out on X axis.

Yesterday [ brought new mobile. It has got great features. Camera quality is high but
battery backup is less. Its cost is around 10K. Color of mobile is Pink. This mobile
doesn’t fits well into packet but its lightweight. Sound level is too good. Speed is faster

but it hangs when many applications are running.

B Ldstribatcd aporoach

B gl s

i JJ‘ d

Stopwaord  Steconung Dmotecore Ramoring Ilandbog

reciral handling unrrantsd shout

tewk anformal tent

Fig. 5 Comparative results
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Positive =~ Negative  Neutral

Fig. 5 Sentiment Classification
Conclusion

Pre-processing activities plays a vital role in the various applications. Therefore it is
concluded that the domain specific applications gives more correct results for text
mining. This paper presented pre-processing techniques using distributed approach,
which significantly reduces time required in preprocessing phase. Future work will
focus on use of yet more powerful stemming algorithm & comparison of
distributed(Hadoop) & parallel programming(Cuda) in terms of efficiency.
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