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Computation of Near-Field and Far-Field Radiation Characteristics 
of Acoustic Transducers for Underwater Acoustic Imaging 

 
 

Praveen L. S., Govind R. Kadambi, S. Malathi, Preetham Shankapal 
 
 
Abstract – This paper proposes a novel approach through analytical formulation for the 
determination of the radiation pattern of acoustic transducers at any arbitrary observation 
distance which covers both the near-field as well as the far-field. The proposed near-field/far-field 
analysis is generic and can be applied to a wide variety of acoustic apertures. The radiation 
pattern of the acoustic transducer at any arbitrary point of observation (both the near-field and 
far-field) is obtained by the vector summation of the fields radiated by the array of point sources 
located on the aperture of the acoustic transducer. The validity and novelty of the proposed 
approach have been proved by treating the far-field as a special case of near-field with the 
relevant distance criterion. The simulation studies show that near-field radiation patterns of the 
acoustic transducer exhibit changes in the profile of the amplitude patterns when the distance of 
observation is varied. The formation of a well-defined main beam of the radiation pattern occurs 
only after a distance of separation of about R=D2/λ from the radiating aperture. The presented 
analytical formulation has an attribute of wider generality because of its applicability to a variety 
of geometrical configurations of the aperture of an acoustic transducer. Copyright © 2020 Praise 
Worthy Prize S.r.l. - All rights reserved. 
 
Keywords: Aperture, Far Field, Near Field, Point Source, Radiation Pattern, Underwater 

Acoustic Imaging  
 

 

Nomenclature 
FF Far-field 
ISAS Inverse Synthetic Aperture Sonar 
NF Near field 
SAS Synthetic Aperture Sonar 
SONAR Sound Navigation and Ranging 
UAI Underwater Acoustic Imaging 
λ Wavelength  
θ Elevation angle  
φ Azimuth angle  
a Radius of the circular aperture  
d Diameter of the circular aperture 
D Largest dimension of a transducer  
k Wavenumber 
L×W Length and Width of rectangular aperture 
p Pressure field distribution on aperture 
Po Pressure field distribution on point 

source  
Pf Pressure field at the observation point 
Ps Pressure field at the point source 
ro Radius of point sources 
rm Distance between the observation point 

to the point sources 
R Range, Distance between the observation 

point and center of the transducer 
(xf,yf,zf) x, y and z coordinates of observation 

point 
(xsm,ysm,zsm) x, y and z coordinates of  point sources 

I. Introduction 
Underwater Acoustic Imaging (UAI) is the study of 

the propagation of sound waves in water. It provides 
underwater observation and inspection capabilities 
wherever optical systems cannot. In UAI, Sound 
Navigation and Ranging (SONAR) is used to detect and 
classify objects in underwater using acoustic waves. UAI 
is a cross-disciplinary domain that involves acoustic 
transducer, waveform design, beamforming, motion 
compensation, and image processing among others. UAI 
system is similar to other forms of acoustic imaging such 
as medical and non-destructive testing where it provides 
two-dimensional images of objects using sound waves. 
UAI is used for various applications like navigation, 
surveillance, reconnaissance, and ranging. Some of the 
commercial applications of UAI comprise planning 
underwater communication links for discovering 
underwater mining resources. UAI finds utility in 
military applications such as locating submarines and 
mines. Modern applications of UAI involve developing 
autonomous underwater vehicles equipped with acoustic 
imaging devices to monitor and explore the seafloor. The 
operating frequency of underwater acoustics ranges from 
10 Hz to 1 MHz [1]. Lower frequencies (<1 MHz) offer a 
longer range with poor resolution while higher 
frequencies facilitate better resolution but a shorter range.  

Hence for UAI systems, the operating frequency will 
be typically in the range of 10 kHz to 300 kHz with a 

https://doi.org/10.15866/irecap.v10i3.18684
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bandwidth of 30 kHz and wavelength 14.80 cm to 0.49 
cm [2]. SONAR is used for exploring and mapping the 
underwater scenario because sound wave travels long 
distances in the water compared to the light waves. There 
are many efficient approaches used in UAI like the 
Synthetic Aperture Sonar (SAS) and Inverse Synthetic 
Aperture Sonar (ISAS) [3], [4]. But they both have their 
own merits and demerits in computing efficiency, 
hardware requirement, and development of high-
resolution images. SAS suffers from a slow mapping 
rate. The difficulty in maintaining phase coherence 
throughout the entire synthesized aperture results in 
significant image degradation [5]. Both SAS and ISAS 
imaging require relative motion between the target and 
the radiating system. Without the above mentioned 
relative motion, the image does not form [6]. Both SAS 
and ISAS methods use different beamforming techniques 
to illuminate the targets in underwater using the acoustic 
transceiver. Beamforming is a signal processing 
technology used to control the directionality of signal 
transmission (or) reception. Beamforming has been in 
use for many years in the field of SONARs in which both 
amplitude and phase shift (weights) at each acoustic 
transducer are varied to control the directionality of the 
transmitted or received beam as shown in Figs. 1. In far-
field, the acoustic rays incident on different point sources 
located on the aperture of the acoustic transducer are 
parallel (Fig. 2(a)). Whereas in the near-field, rays 
impinging on the acoustic aperture are not assumed to be 
parallel. 

 

 
(a) 

 

 
(b) 

 
Figs. 1. The Array of Point Sources on Acoustic Transducer [7] 

 
(a) Far-field 

 

 
(b) Near-field 

 
Figs. 2. Pictorial Representation of Far-Field 

and Near-Field Beamforming [8] 
 

In the near-field, the distance between the source of 
the acoustic field and the receiver is small (Fig. 2(b)) [8].  

Well established far-field methods for measuring 
radiation patterns of an acoustic transducer in the 
underwater scenario cannot be used in many cases due to 
the large aperture size of the acoustic transducers. The 
radiating far-field distance may be too long (or) 
impractical to move the acoustic transducer from its 
operating environment to the desired range. Radiating 
acoustic power (pressure) decreases as the square of the 
distance from the transmitter resulting in poor image 
quality.  

For a given observation point, the near field 
beamforming array exhibits differing radiation patterns in 
terms of both amplitude and phase. Therefore, the 
computation of near-field radiation patterns of the 
acoustic transducer which forms an element of a 
beamforming array becomes an important step in the 
simulation of near-field beamforming. Selfridge (1980) 
[9] discusses the analysis of the far-field radiation pattern 
of the narrow-strip acoustic transducer for underwater 
imaging. Rongrong (2014) [10] illustrates the 
measurement of far-field radiation patterns for dipole 
acoustic transducers. Hayden (2003) [11] describes the 
mathematical modeling of the SAS system, offering 
improved Fourier based image reconstruction by 
analyzing the far-field beamformer for seafloor detection.  

Stepanishen (2005) [12] has presented a computation 
method for the far-field radiation pattern from cylindrical 
pistons.  

The author has also described a method for computing 
the interacting forces and mutual radiation impedance.  
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From the succinct literature review cited above, it is 
evident that literature is abundant in the far-field 
techniques of UAI. However, the reported research on 
near–field analysis of UAI appears to be rather limited in 
the open literature.  

From the literature, it is observed that for the far-field 
radiation pattern of the acoustic transducer, each of the 
analysis had been specifically developed for the specific 
geometric configuration of an acoustic aperture. Also, 
none of the existing formulations of far-field can be 
extended to treat near-field analysis or to other geometric 
configurations of acoustic aperture.  

On the contrary, this paper proposes a novel technique 
which is valid for computing the radiation pattern at any 
arbitrary distance (near-field and far-field) from the 
transducer. Additionally, the presented analytical 
formulation has an attribute of wider generality given its 
applicability to a variety of geometrical configurations of 
the aperture of the acoustic transducer. 

The paper is organized as follows. Section II presents 
the generalized procedure to compute the near-field 
radiation pattern of the acoustic transducer using 
mathematical formulations. This section also discusses 
the pressure field distribution on a point source of the 
acoustic transducer. Section III presents the results of 
near-field and far-field radiation patterns of the acoustic 
transducer for both circular and rectangular apertures 
using the formulation presented in this paper. Finally, 
Section IV presents the conclusions and avenues for 
future research as a continuation of the main theme of 
this paper.  

II. Analytical Formulation for Near Field 
Radiation Pattern of Acoustic 

Transducer 

This section presents a generalized procedure for 
computing the near-field radiation pattern of an acoustic 
transducer. In the proposed method of determination of 
the near-field, the radiating aperture of an acoustic 
transducer is replaced by an array of point sources whose 
pressure strength is determined by the pressure 
distribution at the respective locations of point sources 
on the acoustic transducer [13]. The proposed method 
which is versatile and more generic applies to any 
geometric shape of the aperture of the transducer. This 
paper considers the circular and rectangular apertures for 
the analysis of near-field radiation pattern of acoustic 
transducers. The circular and rectangular apertures 
associated with Cartesian coordinate system for the 
analysis of the near-field radiation pattern are shown in 
Figs. 3. The radiating aperture of the circular and 
rectangular acoustic transducer is assumed to coincide 
with Z=0 plane and the observation point of interest F is 
in the near-field range from the transducer. As shown in 
Fig. 3(a), the diameter of a circular aperture is d=2a 
where a is radius of an aperture. For the rectangular 
aperture, the Length (L=a) and the Width (W=b) of the 
aperture are as shown in Fig. 3(b).  

 
(a) Circular Aperture 

 

 
(b) Rectangular Aperture 

 
Figs. 3. Coordinate System for Near-Field Analysis 

with Aperture in Z=0 Plane 
 
The criterion for the definition of far-field distance R 

is	ܴ ≥  where D is the largest dimension of the ,ߣ/ଶܦ2
transducer aperture and “ߣ” is the wavelength. A distance 
of observation with R, ܴ < -is termed as near ,ߣ/ଶܦ2
field. The near-field, in turn is divided into two more 
regions as stated in [14]: 
a. Reactive near-field:ܴ	 < 0.62ඥܦଷ/ߣ; 
b. Radiating near-field: 0.62ඥܦଷ/ߣ < ܴ <  .ߣ/ଶܦ2

The computation of the near-field radiation pattern of 
an acoustic transducer is carried out satisfying the 
criterion	0.62ඥܦଷ/ߣ < ܴ <  In the far-field .ߣ/ଶܦ2
region (ܴ ≥  the normalized radiation pattern is ,(ߣ/ଶܦ2
independent of the observation distance from the acoustic 
transducer [15]. This paper proposes a generic method 
that is valid for the computation of the radiation pattern 
of the acoustic transducer irrespective of whether the 
observation point is in the near-field or far-field region. 

II.1. Pressure Distribution at Various Point Sources  
on Acoustic Aperture 

In the analysis proposed in this paper, the radiating 
surface (aperture) of the acoustic transducer is considered 
to be comprised of several infinitesimally small point 
sources (elements). Each of the point sources has an 
infinitesimally small area ds as shown in Fig. 4. Each 
point source with a diameter much smaller than the 
wavelength of operation transmits spherical waves in all 
directions [16]. 
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Fig. 4. Field Distribution from an Array of Point Sources 
 
Wave propagation from a point source is illustrated in 

Fig. 5, where r0 is the radius of the simple source; P0 
denotes the pressure at the surface. The pressure at a 
radial distance r is denoted as Pr. 

The point source emits spherical waves of acoustic 
radiation in an ideal uniform medium. In a point source, 
the pulsating sphere diameter is smaller than the 
wavelength of the radiated waves. The radiating waves 
originating from a point source spread uniformly over a 
spherical surface with the source located at the center of 
the sphere. The pressure Pr over the spherical surface is 
inversely proportional to radius r and hence the 
amplitude (of pressure) of the waves decreases as their 
distance from the point source increases [13]. Hence, the 
far-field radiation pattern of a point source is given by: 

 

௠ܲ(ݎ௠) = ௠ܣ
݁ି௝௞೘௥೘
௠ݎ

(1) ݏ݀

 
where Pm(rm) is the corresponding amplitude of pressure 
of point source at a distance rm from the source.  

The constant Am defines the reference amplitude at the 
reference distance rm; km is the wavenumber and ݆ =
ඥ(−1) [17]. The velocity of the acoustic source Vm at a 
point F due to the mth point source is illustrated in Figs. 
6. The characteristics of the radiation pattern of acoustic 
aperture are determined significantly by the size and 
shape of the acoustic transducer (radiating element), the 
distance of the radiating element to the observation point, 
and the frequency of operation.  

The most commonly used radiating aperture in 
acoustic engineering is either rectangular or circular. The 
following section discusses the computation of the 
radiation pattern of acoustic transducers with circular and 
rectangular apertures. 

 

 
 

Fig. 5. A Point Source Transmitting a Spherical Wave with Reference 
Pressure P0 at a Reference Distance r0 

 
(a) Circular Aperture 

 

 
(b) Rectangular Aperture 

 
Figs. 6. Field (Pressure) Distribution at Observation Point F due to 

Radiation from mth  Point Source with Velocity Vm 

II.2. Computation of Near Field Radiation Pattern  
of Circular Acoustic Aperture 

For the computation of radiation pattern, the Cartesian 
coordinates of point sources on circular aperture and the 
observation point F located at a distance R from the 
center of the circular aperture are shown in Fig. 7. The 
circular radiating aperture consists of a number of point 
sources with an infinitesimally small area ds at distance ρ 
from the center of the aperture. Each point source on the 
acoustic aperture generates spherical waves in all 
directions.  

 

 
 

Fig. 7. Coordinate System of Circular Aperture for Analysis of 
Radiation Pattern 
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The pressure field distribution Pf(xf,yf,zf) at an 
observation point F(xf,yf,zf)due to radiation from “m” 
point sources located at points S(xsm,ysm,zsm) on circular 
aperture is given by: 
 

௙ܲ൫ݔ௙,ݕ௙, ௙൯ݖ = 	 ඵ ௠ܲ(ݔ௦௠,ݕ௦௠, ݏ݀(௦௠ݖ
௦௨௥௙௔௖௘

 (2-a)

 

௙ܲ൫ݔ௙,ݕ௙ , ௙൯ݖ = 	 ଴ܣ න න
݁ି௝௞௥೘
௠ݎ

ଶగ

ఝୀ଴

߮݀	ߩ݀	ߩ
௔

ఘୀ଴

 (2-b)

 
In Eq. (2-a), “Pm” indicates the pressure field of a 

point source on the acoustic aperture. In Eq. (2-b), a is 
the radius of a circular aperture, rm is the distance 
between the location of mth point source S’ on the 
aperture and the observation point F and k is the 
wavenumber [18]: 

 

௠ݎ = ට൫ݔ௙ − ௦௠൯ݔ
ଶ+൫ݕ௙ − ௦௠൯ݕ

ଶ + ൫ݖ௙ − ௦௠൯ݖ
ଶ
 (3)

 
,௦௠ݕ,௦௠ݔ) ௙ݕ,௙ݔ௦௠) and ൫ݖ ,  denote the coordinates	௙൯ݖ

of a point source on the acoustic aperture and the 
observation point respectively: 

 
௙ݔ = ܴ sinߠ௙ cos߮௙ (4)

 
௙ݕ = ܴ sinߠ௙ sin߮௙ (5)

 
௙ݖ = ܴ cosߠ௙ (6)

 
where θf=-90° to +90°, φf=0 to 360°, R is the distance 
between the center of acoustic aperture O(0,0,0) and the 
observation (field) point F(xf,yf,zf).  

The locations of point sources on the circular aperture 
are given by: 
 

௦௠ݔ = ߩ cos߮ (7)
 

௦௠ݕ = ߩ sin߮ (8)
 

௦௠ݖ = 0 (9)
 
where ρ=0 to a, φ=0 to 360°. 

II.3. Computation of Near Field Radiation Pattern  
of Rectangular Acoustic Aperture 

Although the circular radiating aperture is a classic 
example of an acoustic transducer, a rectangular aperture 
shown in Fig. 8 is also the most widely used acoustic 
radiating aperture element. As in the case with the 
circular radiating aperture, the rectangular aperture is 
also considered to be consisting of point sources with an 
infinitesimally small area “ds” at distance “ρ” from the 
center of the rectangular aperture.  

 
 

Fig. 8. Coordinate System of Rectangular Aperture  
for Analysis of Radiation Pattern 

 
The expression for the radiation pattern of an acoustic 

transducer with a rectangular aperture is given by: 
 

௙ܲ൫ݔ௙,ݕ௙, ௙൯ݖ = 	 ඵ ௠ܲ(ݔ௦௠,ݕ௦௠, ݏ݀(௦௠ݖ
௦௨௥௙௔௖௘

 (10-a)

 

௙ܲ൫ݔ௙,ݕ௙ , ௙൯ݖ = 	 ଴ܣ න න
݁ି௝௞௥೘
௠ݎ

௕/ଶ

௬ୀି௕/ଶ

ݕ݀	ݔ݀

௔/ଶ

௫ୀି௔/ଶ

 (10-b)

 
In Eq. (10-a), Pm indicates the pressure field of a point 

source on the rectangular aperture. In Eq. (10-b), a is the 
length and b is the width of the rectangular aperture, rm is 
the distance between the location of mt  point source S on 
the acoustic aperture and the observation point F. k is the 
wavenumber.  

The observation point F is in the near-field range of 
the transducer. It is relevant to emphasize that the 
formulation for the radiation pattern of an acoustic 
transducer presented in this paper is uniformly valid 
irrespective of whether the observation point is in the 
near-field or far-field region. 

III. Results and Discussion 
This section presents a discussion on the simulation 

results of radiation patterns of circular and rectangular 
acoustic apertures obtained through the formulations 
presented in the earlier sections.  

The results include the surface contour plots of 
pressure distribution over the radiating aperture, near and 
far-field radiation patterns of both the circular and 
rectangular apertures. The discussion in this section also 
covers the validation studies of far-field results obtained 
through the proposed near-field analysis of acoustic 
transducer.  

For the simulation, the chosen operating frequency for 
both the apertures is 30 kHz which is well within the 
SONAR operating frequency range of 10 kHz to 300 kHz 
[19].  

For an acoustic transducer of circular aperture with a 
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radius of (a=2 cm; d=4 cm), at a frequency of 30 kHz 
(λ=4.9 cm, c=1480 m/s), the near-field distance has to be 
less than 2D2/λ (<6.54 cm).  

When the radial distance of observation R is >2D2/λ, it 
satisfies the far-field distance criterion. For an acoustic 
transducer with a rectangular aperture, length a=2.89 cm 
and width b=4.34 cm. 36 point sources along the radial 
(ρ) and 36 point sources along with azimuthal (φ) 
directions are considered on the radiating circular 
aperture. Similarly, the number of point sources on the 
radiating rectangular aperture is 36×36 implying 36 point 
sources along the X-axis and 36 point sources along the 
Y-axis of rectangular apertures. The pressure field 
distributions over circular and rectangular apertures are 
shown in Figs. 9(a) and (b) respectively through contour 
image.  

Figs. 10 illustrate the comparison of the results 
obtained from the far-field analysis of existing methods 
and the far-field as a special case of the near-field 
analysis proposed in this paper. Fig. 10(a) shows the 
comparison of the far-field radiation pattern of the 
circular aperture obtained from the proposed analysis and 
the results of the method proposed in [7].  

Similarly, Fig. 10(b) shows the comparison of results 
of the far-field radiation pattern of acoustic rectangular 
aperture obtained through the proposed analysis and the 
results through the analysis in [20]. The results of Figs. 
10 show an excellent correlation between the proposed 
near-field/far-field method and existing far-field 
techniques.  

The results of Figs. 10 also show that the main beam of 
the circular and rectangular apertures is almost identical.  

This is because the area of circular and rectangular 
apertures is chosen to be the same for the simulation 
studies.  

It is pertinent to emphasize that the formulations 
presented in [7] and [20] are applicable only for far-field 
analysis and are not valid for near-field analysis. After 
validating the simulated results on far-field radiation 
patterns of circular and rectangular apertures, the 

computations of near-field radiation (amplitude and 
phase) patterns were carried out using the proposed 
analysis with the radial observation distance of R=D2/λ 
(where, R is the range, D is the largest dimension of the 
transducer and λ is the wavelength of acoustic waves) at 
a frequency of 30 kHz.  

Figs. 11(a) and (b) show the comparison of the 
amplitude patterns of a circular and rectangular aperture 
at R=D2/λ (Near-Field) and R=2D2/λ(Far-Field). Figs. 
12(a) and (b) show the phase patterns of circular aperture 
at R=D2/λ and R=2D2/λ.  

The analysis of near field radiation patterns was 
carried out with an incremental increase in the radial 
distance of observation. Simulations were carried out to 
obtain the near-field patterns of circular and rectangular 
apertures at distances of 0.2D2/λ, 0.4D2/λ, 0.6D2/λ, 
0.8D2/λ, 1.2D2/λ, 1.6D2/λ, 2D2/λ, 4D2/λ.  

Fig. 13 shows the radiation patterns of circular aperture 
for the above-mentioned radial distances of observation.  

The analogous results for a rectangular aperture are 
shown in Fig. 14.  

Simulation results of Figs. 13 and 14 indicate that, 
when the distance between the observation point and the 
aperture is small, no formation or no clear formation of 
the main beam is evident. As the distance between the 
aperture and observation point increases, the progression 
in the formation of the main beam is seen. Figs. 15(a) 
and (b) illustrate the radiation patterns of circular and 
rectangular aperture for different frequencies from low to 
high (10 kHz to 300 kHz) with R=D2/λ.  

In the results of Figs. 15, the absolute value of R varies 
since λ also changes with frequency.  

Figs. 16(a) and (b) illustrate the radiation patterns of 
circular and rectangular apertures for different 
frequencies from low to high (10 kHz to 300 kHz) when 
range R is fixed to near-field region (R=D2/λ) at 
frequency f=30 kHz; R=3.24 cm.  

The results of Figs. 16(a) and (b) reveal that as the 
frequency increases, the profile of the radiation patterns 
shows a lot more rapid variations (fluctuations). 

 

 
(a) Circular Aperture 

 

 
(b) Rectangular Aperture 

 
Figs. 9. Pressure Distribution over Aperture of Acoustic Transducer 
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(a) Circular Aperture 

 

 
(b) RectangularAperture 

Figs. 10. Comparison of Far-Field Radiation Patterns of Acoustic Transducers 
 

 
(a) Circular Aperture 

 

 
(b) Rectangular Aperture 

Figs. 11. Comparison of Amplitude Radiation Patterns of Acoustic Transducer at R=D2/λ(NF) and R=2D2/λ(FF) 
 

 
(a) Circular Aperture 

 

 
(b) Rectangular Aperture 

Figs. 12. Comparison of Phase Radiation Patterns of the Acoustic Transducer at R=D2/λ (NF) and R=2D2/λ(FF) 
 

 
 

Fig. 13. Radiation Pattern of Circular Aperture  
for Different Radial Distances of Observation 

 
 

Fig. 14. Radiation Pattern of Rectangular Aperture  
for Different Radial Distances of Observation 
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(a) Circular Aperture 

 

 
(b) Rectangular Aperture 

 
Figs. 15. Comparison of Radiation Pattern of Acoustic Transducer for Different Frequencies (10 kHz to 300 kHz) when range “R = D2/λ” is Varying 

 

 
(a) Circular Aperture 

 

 
(b) Rectangular Aperture 

Figs. 16. Comparison of Radiation Pattern of Acoustic Transducer for Different Frequencies (10 kHz to 300 kHz) when Range “R = 3.24cm” is Fixed 
 

IV. Conclusion 

This section summarizes the derived conclusions 
which are based on the analysis and simulation results 
presented in this paper. The proposed formulation for 
computing the radiation pattern of the acoustic transducer 
is valid for both the near-field and far-field regions. The 
proposed near-field analysis is valid for a wide variety of 
aperture geometries of acoustic transducer. The radiation 
pattern of the acoustic transducer at any arbitrary point of 
observation (both the near-field and far-field) is obtained 
by the vector summation of the fields radiated by the 
array of point sources located on the aperture of the 
acoustic transducer. By treating the fa-field as a special 
case of near-field with the appropriate distance criterion, 
the validity of the proposed approach for computing the 
radiation pattern of the acoustic transducer is 
substantiated by correlating the obtained far-field results 
with those obtained through existing far-field techniques.  

Unlike the proposed analysis, the other existing 
techniques [7] and [20] are meant only for the far-field 
radiation pattern and they cannot be applied to the near-
field scenario. The simulation studies show that the near-
field radiation patterns of the acoustic transducer exhibit 
changes in the profile of the amplitude patterns when the 
distance of observation is varied. The formation of the 

well-defined main beam is evident only when R, the 
distance of  observation from the radiating aperture is ≥ 
D2/λ. The presented analytical formulation has an 
attribute of wider generality given its applicability to a 
variety of geometric configurations of the aperture of the 
acoustic transducer. The analytical formulation for the 
radiation pattern of the acoustic transducer which is valid 
for an arbitrary distance of observation will be of 
significant relevance to near-field beamforming array, 
which is a topic of current interest of the authors. The 
proposed formulation for the near field radiation pattern 
of acoustic transducer involves a two-dimensional 
integration over the aperture of the transducer. The 
results presented in this paper were obtained with the 
numerical integration techniques. To improve the 
computational efficiency and speed of computation of the 
near field radiation pattern, it will be a noteworthy 
contribution if the associated two-dimensional integral is 
simplified to a closed-form expression. An analytical 
formulation that transforms the proposed formulation to 
even a one-dimensional integration will also be of 
significant contribution, since it facilitates a considerable 
reduction in the computational burden in the 
determination of near field radiation pattern of acoustic 
transducers. 
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Dual-Band Circularly Polarized Millimeter-Wave Antenna 
for 5G-WiGig Applications 

 
 

Nada Abd El-Latif1, Hany M. Zamel1, Ahmed M. Attiya1, Amr Al-Awamery2 
 
 
Abstract – In this paper, a dual band dual circularly polarized microstrip antenna for 28/60 GHz 
applications is presented. This antenna is designed to be used in hand-held devices for both 5G 
and WiGig applications simultaneously. The circular polarization in this case represents an 
important advantage to avoid polarization mismatch at different orientations. The proposed 
antenna consists of two parts: an annular ring around a circular patch with slot perturbations in 
both of them. The two parts of the proposed antenna are resonant at different frequencies. The 
inner circular patch is designed to be resonant around the 60 GHz band while the annular ring is 
designed to be resonant around the 28 GHz band.  These two parts are simultaneously excited by 
an arc-shaped strip. Each part of this antenna structure operates as a single band circularly 
polarized radiator. The circular polarization is obtained by exciting orthogonal modes in each 
part of this antenna configuration with equal amplitudes and 90° phase shift. These orthogonal 
modes are obtained by introducing perturbations in both the inner circular disk and the outer 
annular ring. These perturbations are shifted by 45° from the location of the feeding arc. 
However, these perturbations affect the matching properties of designed antenna. Thus, a meander 
line stub is connected to the annular ring to adjust the matching of the designed antenna. The 
characteristics of the proposed antenna are designed and simulated by using full-wave EM 
simulator CST Microwave Studio and High Frequency Structural Simulator (HFSS). Copyright © 
2020 Praise Worthy Prize S.r.l. - All rights reserved. 
 
Keywords: Circular Ring, 5G, Millimeter Wave, Dual Circularly Polarized Microstrip Antenna 
 

 

Nomenclature 
a, b Lengths of the sections of the matching 

meander line stub [µm] 
c Speed of light [m/s] 
f0 Resonant frequency of the fundamental 

mode of the annular ring [GHz] 
fr2 Second resonance frequency [GHz] 
h Substrate thickness [mm] 
Ls1 Length of slot perturbation in the circular 

disk [µm] 
Ls2 Length of slot perturbation in the annular 

ring [µm] 
q Correction factor 
R1 Radius of the circular disk patch [µm] 
R2 Inner radius of the feeding arc [µm] 
R3 Outer radius of the feeding arc [µm] 
R4 Inner radius of the annular ring [µm] 
R5 Outer radius of the annular ring [µm] 
Ravg Average radius of the annular ring [µm] 
rc Radius of inner circular slot inside the 

circular disk [µm] 
tanδ Loss tangent of the substrate 
w Width of the matching meander line stub 

[µm] 
Ws1 Width of slot perturbation in the circular disk 

[µm] 

Ws2 Width of slot perturbation in the annular slot 
[µm] 

ϕ1 Angle of the feeding arc [°] 
εr Relative Permittivity of the substrate 
εeff Effective dielectric constant 
λg Guided wave length [m] 
߯ଵଵ′  The first zero of the derivative of the first 

kind Bessel function of order 1  
5G Fifth Generation  
CST Computer Simulation Technology  
GSM Global System for Mobile Communications 
HDTV High Definition television 
HFSS High frequency structure simulator  
LHCP Left Hand Circular Polarization 
RHCP Right Hand Circular Polarization 
UHDV Ultra-High Definition Video 
WiFi Wireless Fidelity  
WiMax Worldwide Interoperability for Microwave 

Access 
WiGig Wireless Gigabit 
WLAN Wireless Local Area Network 

I. Introduction 
Recent advances in 5G mobile communication and 

multi-gigabit communication systems are mainly based 

https://doi.org/10.15866/irecap.v10i3.18345
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on using mm-wave signals. Multi-gigabit communication 
systems have a significant importance in developing 
High Definition Television (HDTV) and Ultra-High 
Definition Video (UHDV), [1], [2]. The expected bands 
for cellular access at 5G mobile communications are 28 
and 38 GHz bands [3]-[5]. On the other hand, WiGig 
system is based on 60 GHz band [6] [7]. To integrate 5G 
and WiGig applications in the same device, it would be 
required to develop a multi-band antenna to cover both 
5G and Wi-Gig bands. This was the motivation for 
different researchers to develop mm-wave multi-band 
antennas for 5G-WiGig antennas [8]. Similar multiband 
antenna configurations were also developed for lower 
frequency bands of WiFi, GSM, WLAN and WiMAX 
applications [9]-[11]. In addition, circular polarization 
has the advantage that the transmitting and the receiving 
antennas should not be aligned at specific orientations as 
in the case of linear polarizations [12], [13]. This 
property simplifies the connections between the 
transmitter and the receiver at any orientation. This is the 
motivation in this paper to develop an mm-wave multi-
band circularly polarized antenna for 5G-WiGig printed 
antenna structure. The circular polarization in the present 
case represents the new advantage compared to the 
previously published similar antennas. Circular 
polarization can be obtained in general be generating two 
orthogonal fields of equal amplitudes and phase shift 
±90° [14]-[16]. Generally, these conditions can be 
satisfied at narrow bands. These conditions can be 
satisfied for simple printed antennas by using symmetric 
shape patches like square or circular patches with dual 
feeding system of equal amplitudes and phase shift ±90°.  

These conditions can also be satisfied by using a 
single feeding point for a slightly asymmetric shape like 
elliptical shape [10] or by adding diagonal perturbations 
on the patch [17]. These perturbations can be small slots 
or small strips. The area of this perturbation compared to 
the area of the patch represents a main parameter in 
controlling the condition of circular polarization [18]-
[20]. To develop these conditions at multi-band antenna, 
it would be required to construct an antenna of different 
parts which are used to generate circular polarizations at 
different frequencies. Different configurations of multi-
band circularly polarized antennas are presented in [21]-
[25]. These configurations include circular disk with 
capacitive feeding structure to increase the operating 
bandwidth [21]. The circular polarization in this case is 
obtained by adding linear and curved slots at the circular 
patch. By adjusting the lengths of these slots and the 
location of the capacitive feeding structure, dual band 
circular polarization could be obtained around 2.4 and 
3.8 GHz. Another configuration based on a square slot 
antenna fed by a microstrip line is presented in [22]. The 
orthogonal modes in this case are obtained in a band by 
adding two rectangular perturbations at opposite corners 
of this square slot. In addition, other two opposite split 
ring resonators are used to introduce other orthogonal 
modes in a higher frequency band to introduce another 
circular polarization band. This configuration is used to 

develop a dual band circularly polarized antenna at 
frequency bands around 3.1 and 4.7 GHz. Another 
configuration based on two eccentric rings is proposed in 
[23]. In this case, the offset positions of the centers for 
the different rings control the orthogonality of the 
radiated field components while the values of the radii 
control the operating frequency band. The antenna in 
[23] was designed to be operating in the frequency bands 
around 2.1 and 3.6 GHz. In [25], the antenna is 
composed of a circular patch antenna with an elliptical 
slot. The antenna is feed by simple microstrip line and 
the elliptical slot is located on the other end along the 
extension of the same line of the feeding point. By 
controlling the size of the elliptical slot, it was possible to 
introduce circular polarization at two bands around 28 
and 45 GHz. In this paper, we develop a new circularly 
polarized antenna for multi-band mm-wave applications 
in the frequency ranges 28 and 60 GHz. The proposed 
antenna is a combination between a circular patch and an 
annular ring structure. The circular patch is tuned on 60 
GHz while the annular ring is tuned on 28 GHz. The two 
structures are simultaneously fed by an arc strip patch fed 
by a probe. To obtain the circular polarization, 
perturbations are added to both the circular disc and the 
ring. The proposed perturbations are rectangular slots 
located at an angle 45° w.r.t. the feeding point to 
introduce the required two orthogonal modes. These 
perturbations have an effect on the matching properties 
of the original circular disk and annular ring. Thus, an 
additional matching meander stub is used to improve the 
matching of the antenna after adding the perturbations 
which are required to introduce the circular polarization. 

The organization of the paper is as follows. In Section 
II, the design of multi-band linearly polarized circular 
patch antenna at 60 GHz is presented. Then, another 
annular ring is added to the circular disk to operate 
around 28 GHz. In Section III, the two parts are 
combined to introduce the multi-band circularly 
polarized antenna. Section IV presents verification of 
results and discussions of the radiation patterns. Finally, 
the conclusion is presented. The present analysis is based 
on using Ansoft HFSS simulation and is verified by using 
CST Microwave Studio. 

II. Design and Analysis of Multi-band 
Linearly Polarized Antenna 

The proposed antenna is designed on a low loss 
substrate Rogers RT/duroid 5880 with a substrate 
thickness h=0.381 mm and a dielectric constant of εr=2.2.  

The loss tangent of the substrate is tanδ=0.0009. The 
design of the antenna structure starts with a circular disk 
antenna coupled to an arc strip which is connected to a 
coaxial probe as shown in Fig. 1. The initial value for the 
radius of the circular disk is determined by using cavity 
model as follows [19]:  

 

ܴଵ =
ܿ

௥ߝ√ߨ2
߯ଵଵᇱ

௥݂ଶ
 (1)
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where ߯ଵଵᇱ = 1.8412 and ௥݂ଶ = 60	GHz. This initial 
value is nearly 987 µm. This value is optimized to be 
about 800 µm to improve the matching with the feeding 
arc strip. The feeding arc has an inner radius R2=830 μm 
and an outer radius R3=1000 μm. The feeding arc is 
limited by an angle ϕ1=60°. Fig. 2 shows the resulting 
reflection coefficient in the upper frequency band from 
59 to 61 GHz. The next step in the design of the 
proposed antenna is to add another annular ring to 
operate around 28 GHz as shown in Fig. 3. For a circular 
annular ring, the fundamental resonant mode (TM11 
mode) of this annular ring occurs at a frequency f0, given 
by [9]-[16]:  

 

଴݂ = 	
ܿ

ଵܴ)	ߨ + 	ܴଶ)ඥߝ௘௙௙
 (2)

 
where c is the speed of light in free space and εeff is the 
effective dielectric constant given by: 
 

௘௙௙ߝ = 	1 + ௥ߝ)	ݍ − 	1) (3)
 
q is the correction factor, which is about 0.702, and 

π(R1+R2) is the mean circumference of the annular ring.  
 

 
 

Fig. 1. Initial circular disk antenna fed by an arc-shaped strip 
 

 
 

Fig. 2. Reflection coefficient of the circular disk antenna 
shown in Fig. 1 around 60 GHz 

 

 
 

Fig. 3. Combined annular ring with a circular disk  
antenna fed by an arc strip 

This annular ring has an inner radius R4=1100 μm  and 
an outer radius R5=1420 μm. The average radius of this 
annular ring is ܴ௔௩௚ = ோరାோఱ

ଶ
= 1260	μm. The 

circumference of this average radius equals nearly the 
guided wavelength λg on this annular ring at frequency 
28 GHz. Thus, this annular ring represent a simple loop 
antenna which is resonant at 28 GHz. Figs. 4 show the 
reflection coefficients of this combined antenna structure 
at both lower and upper frequency bands. It can be noted 
that the presence of this outer annular ring reduces the 
matching at the upper frequency band.  

III. Design and Analysis of Multi-Band 
Circularly Polarized Antenna 

To adjust the reflection coefficient at the upper 
frequency band in addition to convert the radiation from 
the circular disk to be circular polarization, two 
rectangular slots perturbations are extracted from the 
inner disk and also a small circular slot is extracted from 
its center as shown in Fig. 5. The details of using a 
perturbation in a symmetric geometry like a circular 
patch or an annular ring to introduce circular polarization 
are discussed in [27, Sec. 4-2]. These perturbations are 
added to introduce two modes along the antenna 
structure. One of these two modes is oriented along the 
line connecting the two perturbation and the other is 
oriented normal to this line. By adjusting the ratio of the 
area of the perturbation to the total area of the antenna 
structure, it would be possible to introduce a phase shift 
π/2 between the two generated modes. In this case, the 
radiated field would be circular polarization. This ratio is 
a function of the quality factor of original antenna 
structure without a perturbation. In the present case, two 
symmetric rectangular slots are extracted from the 
circular patch as shown in Fig. 5 to introduce the 
required perturbation.  

 

 
(a) 

 

 
(b) 

 
Figs. 4. Reflection coefficients of the antenna at Fig. 3; (a) Lower 

frequency band, (b) Upper frequency band 
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Fig. 5. Combined antenna structure with extracting slots  
from the inner disk 

 
These slots have a length Ls1=354 μm and a width 

Ws1=268 μm. The inner circular slot has a radius rc=100 
μm. Fig. 6 shows the reflection coefficient at the upper 
frequency band after adding these slots in the inner disk. 

It can be noted that the matching in this case has a 
significant improvement. On the other hand, Fig. 7 shows 
the corresponding axial ratio at the upper frequency 
band. It can be noted that the obtained axial ratio in this 
case is below 3 dB in the frequency range from 59.5 to 
61 GHz. In a similar way, to introduce circular 
polarization in the lower frequency band, other two 
symmetric rectangular slots with a length Ls2=60 μm  and 
a width Ws2=200 μm, are extracted from the annular slot 
as shown in Fig. 8. However, in this case, the obtained 
resonance  is shifted at a slightly lower frequency than 28 
GHz while the obtained circular polarization is obtained 
at a slightly higher frequency than 28 GHz as shown in 
Figs. 9(a) and 10(a) respectively. To compensate this 
effect, an additional short circuited stub is added to the 
outer ring as shown in Fig. 11.  

 

 
 

Fig. 6. Reflection coefficient of the modified antenna structure in Fig. 5 
in the upper frequency band 

 

 
 

Fig. 7. Axial ratio of the modified antenna structure  
in Fig. 5 in the upper frequency band 

 
 

Fig. 8. Combined antenna structure with extracting slots  
from the inner disk and the annular ring 

 

 
(a) 

 

 
(a)  

 
Figs. 9. Reflection coefficients of the antenna at Fig. 8; (a)Lower 

frequency band, (b) Upper frequency band 
 

 
(a) 

 

 
(b) 

 
Figs. 10. Axial ratio of the modified antenna structure in Fig. 8; (a) 

Lower frequency band, (b) Upper frequency band 
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Fig. 11. Modified antenna structure with adding slots in the inner disk 
and the annular ring and a matching meander at the outer ring. The 
dimension of the mender are a=245 μm, b=313 μm and the mender 

width w=54 μm 
 
Fig. 12 shows the simulated reflection coefficient of 

the modified antenna with the meander matching stub 
and the antenna without the matching stub. It can be 
noted that the matching in the case of the antenna with 
the stub has a significant improvement at the two design 
frequencies 28 GHz and 60 GHz. This can be explained 
due to that the feeding mechanism of this antenna 
configuration is mainly capacitive. Thus, adding the short 
circuited meander line to the annular ring introduces an 
inductive effect which compensates the capacitive effect 
of the feeding structure. It should be noted that this 
meander line was originally designed as a short circuited 
transmission line stub. Then, it is converted into a 
meander shape to reduce the total dimension of the 
complete antenna structure. The total dimensions of the 
complete antenna and the sections of the matching 
meander line are presented in Table I.  

 

 
 

Fig. 12. Simulated S11 of the modified antenna with the matching stub 
and proposed antenna without the matching stub 

 
TABLE I 

Dimension Value (mm) 
H 0.381 
R1 0.8 
R2 0.83 
R3 1 
R4 1.1 
R5 1.42 
rc 0.1 

LS1 0.354 
WS1 0.268 
LS2 0.06 
WS2 0.2 
a 0.245 
b 0.313 
w 0.054 

IV. Verifications of Results  
and Discussions 

Fig. 13 shows the simulated reflection coefficient after 
adding the matching stub. The simulation in this case is 
obtained by using HFSS and verified by CST. It can be 
noted that there is a good agreement between the 
simulated results of reflection coefficients by using the 
two simulators. On the other hand, Fig. 14 shows the 
simulated results of the axial ratio at the two frequency 
bands. The simulation is also obtained by using HFSS 
and verified by CST Microwave Studio. It can be noted 
that the axial ratio in the two design bands is below 3 dB.    

Figures 15 and 16 show the obtained RHCP/LHCP 
radiation patterns at the two frequency bands, 28 and 60 
GHz, in the planes φ=0° and 90°. It can be noted that the 
RHCP component is the dominant component in the 
radiation pattern in both cases.  

 

 
 

Fig. 13. Verification of Reflection coefficient of the designed antenna 
 

 
 

Fig. 14. Verification of Axial ratio of the designed antenna 
 

 
 

Fig. 15. Radiation pattern of the designed antenna for LHCP,  
RHCP at 28GHz for φ=0° and 90° 
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Fig. 16. Radiation pattern of the designed antenna for LHCP,  
RHCP at 60 GHz for φ=0° and 90° 

V. Conclusion 
A dual band RHCP microstrip antenna is designed for 

5G and WiGig applications in the frequency bands 
around 28 and 60 GHz respectively. The antenna consists 
of combination of a circular disk and an annular ring.   

The two parts of the antenna are fed simultaneously by 
an arc-shaped strip fed by a coaxial connector. Slots are 
added to both the circular disk and the annular ring to 
obtain circular polarization at the proposed frequency 
bands. A matching short circuited mender line is added to 
the outer annular ring to match the antenna at the lower 
frequency band. The proposed antenna is designed by 
using HFSS and the obtained results are verified by using 
CST. The obtained results show that the reflection 
coefficient of the excitation port at the proposed 
frequency bands is less than -10 dB and the 
corresponding axial ratio of the radiated fields is below 3 
dB. The designed antenna can be a good candidate for 
the applications combining 5G and WiGig. It is proposed 
to study a combination of this antenna on a single 
substrate having the size of a handheld device to study 
the possibility of using this antenna structure for Multi-
input multi-output application in 5G communications.  

Also, it proposed to study the specific absorption rate 
of this antenna structure and check the possibility of 
reducing it by adding a surrounding printed 
electromagnetic bandgap structure.   
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Visibility Modeling and Prediction for Free Space 
Optical Communication Systems for South Africa 

 
 

Olabamidele O. Kolawole1, Modisa Mosalaosi2, Thomas J. O. Afullo1 
 
 
Abstract – Due to the cost and complexity in the measurement of Free Space Optical (FSO) 
visibility, this paper presents regression models based on meteorological factors to reliably 
estimate atmospheric visibility. The meteorological factors used are relative humidity, 
temperature, fractional sunshine, atmospheric pressure and wind speed for Cape Town, South 
Africa. Initially, Simple Linear Regression (SLR) models are developed and presented. To improve 
the performance of the regression, the SLR model is extended to a Multiple Linear Regression 
model (MLR) where three of the meteorological factors are taken into consideration 
simultaneously. It was found that by implementing MLR, the model performance improves 
considerably. However, it was also found that the model had effects of multicollinearity due to 
some of the predictor variables being highly correlated. To mitigate the effects of 
multicollinearity, two approaches are proposed, 1) removing the problematic terms from the 
regression model and 2) introducing interaction terms. Both approaches are seen to have little 
impact on the overall performance of the MLR model while the estimated model coefficients are 
significant at 5% significant level. In general, it is found through application of standard 
statistical tests that both SLR and MLR models can be used adequately to determine visibility at a 
location. Copyright © 2020 Praise Worthy Prize S.r.l. - All rights reserved. 
 
Keywords: Free Space Optics, Visibility, Regression, Correlation Matrix, Multicollinearity, 

Variance Inflation Factor 
 

 

Nomenclature 
AP Atmospheric pressure [mb] 
b0 Estimate of β0 
b1 Estimate of β1 
bj Estimate of βj 
bm Estimate of βm 
bFSH Estimate of βFSH 
bRH Estimate of βRH 
bWS Estimate of βWS 
β Regression coefficient of an MLR 

model in vectorized form 
β0 Intercept 
β1 Regression coefficient of the only 

independent variable in the SLR 
model 

βFSH Regression coefficient of the FSH 
independent variable 

βI Regression coefficient of interaction 
terms 

βj Regression coefficients of the 
independent variables in the 
regression model  

βm mth slope parameter or the mth 
regression coefficient in an MLR 
model 

βRH Regression coefficient of the RH 
independent variable 

βWS Regression coefficient of the WS 
independent variable 

corr(Mi, Mj) Correlation matrix 
CI Confidence interval 
ei Residual terms 
   Error term in vectorized form 

i  Error terms 
E Mean of a variable 
FSH Fractional sunshine 
FSO Free Space Optics 
GPR Gaussian Process Regression 
GRNN Generalized Regression Neural 

Network 
H0 Null hypothesis 
H1 Alternative hypothesis 
I Signal intensity [cd] 
I0 Transmitted signal intensity [cd] 
iBurst High Capacity Spatial Division 

Multiple Access 
IEEE Institute of Electrical and Electronics 

Engineers 
IoT Internet of Things 
IR Infra-red 
IV Independent Variable 
L Link distance [km] 
Lb Lower bound term 
M-MIMO Massive Multiple-Input Multiple-

Output 
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MBE Mean Bias Error 
MLR Multiple Linear Regression 
MLRALL Multiple Linear Regression model 

containing the RH, FSH and WS 
predictor variables 

MLP Multi-Layer Perceptron Neural 
Network 

MPE Mean Percentage Error 
mm Millimetre wave 
n Actual amount of sunshine hours in a 

day 
N Maximum possible amount of 

daylight hours 
N Normal distribution 
NGN Next-Generation Network 
Ns Number of samples 
OWC Optical Wireless Communication 
p-value Probability value 
R Correlation coefficient 
R2 Coefficient of Determination 

2
mR  Coefficient of determination (R2) 

obtained by regressing the mth 
predictor on the remaining predictors 
in an MLR model 

2
FSHR  Coefficient of determination obtained 

by regressing FSH on the RH and WS 
independent variables 

2
RHR  Coefficient of determination obtained 

by regressing RH on the FSH and WS 
independent variables 

2
WSR  Coefficient of determination obtained 

by regressing WS on the RH and FSH 
independent variables 

RF Radio Frequency 
RH Relative humidity [%] 
RMSE Root Mean Square Error 
SAWS South African Weather Service 
SE Standard Error 
SLR Simple Linear Regression 
tStat t-statistic 
Temp Temperature [°C] 
Ub Upper bound term 
UWB Ultra-Wide Band 
VIF Variance Inflation Factor 
VIFFSH Variance inflation factor obtained by 

regressing FSH (output) on RH and 
WS 

VIFRH Variance inflation factor obtained by 
regressing RH (output) on FSH and 
WS 

VIFRH+WS Variance inflation factor obtained by 
regressing RH+WS (output) on FSH  

VIFRH-WS Variance inflation factor obtained by 
regressing RH-WS (output) on FSH 

VIFWS Variance inflation factor obtained by 
regressing WS (output) on RH and 
FSH 

VIFFSH×WS Variance inflation factor obtained by 
regressing FSH×WS (output) on RH 

VSBALL Estimated visibility using the MLR 
model containing the RH, FSH and 
WS predictor variables [km] 

VSBAP Estimated visibility from the AP 
predictor variable [km] 

VSBBLOEM Estimated visibility using the best 
MLR model for Bloemfontein [km] 

VSBDBN Estimated visibility using the best 
SLR model for Durban [km] 

VSBFSH Estimated visibility from the FSH 
predictor variable [km] 

VSBFSH×WS Estimated visibility using the MLR 
model containing interaction terms 
FSH×WS and the RH predictor 
variable [km] 

VSBJHB Estimated visibility using the best 
MLR model for Johannesburg [km] 

VSBKIM Estimated visibility using the best 
MLR model for Kimberley [km] 

VSBM Measured visibility [km] 
VSBMPU Estimated visibility using the best 

MLR model for Mpumalanga [km] 
VSBPE Estimated visibility using the best 

SLR model for Port Elizabeth [km] 
VSBPOL Estimated visibility using the best 

MLR model for Polokwane [km] 
VSBRH Estimated visibility from the RH 

predictor variable [km] 
VSBRH&FSH Estimated visibility using the MLR 

model containing the RH and FSH 
predictor variables [km] 

VSBRH+WS Estimated visibility using the MLR 
model containing interaction terms 
RH+WS and the FSH predictor 
variable [km] 

VSBRH-WS Estimated visibility using the MLR 
model containing interaction terms 
RH-WS  and the FSHpredictor 
variable [km] 

VSBTemp Estimated visibility from the Temp 
predictor variable [km] 

VSBWS Estimated visibility from the WS 
predictor variable [km] 

σ2 Variance 
Wi-Fi  Wireless fidelity 
WiMAX Worldwide Interoperability for 

Microwave Access 
WS Wind speed [m/s] 
xi Independent variable 
xim mth Independent variable of an MLR 

model 
x  Sample means of random variable X 
X Independent variable of an MLR 

model in vectorized form 
yi Output/dependent variable 
ˆ iy  Estimate of yi 
y  Sample means of random variable Y 

Y Output/dependent variable of an 
MLR model in vectorized form 
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3G Third generation 
4G Fourth generation 
5G Fifth generation 

I. Introduction 
The ever-increasing variety of bandwidth-intensive 

mobile applications has led to an unprecedented rapid 
growth of the internet. This kind of growth may 
especially be attributed to the Internet of Things (IoT) 
technologies that have revolutionized the extent to which 
a massive number of devices are connected in a network. 
Through a unique addressing scheme, these devices are 
capable of interacting as well as cooperating amongst 
themselves to accomplish intended tasks [1]. The number 
of connected devices to the internet is expected to 
continue to surge upwards over time. Currently, 
promising solutions to support such growing demand in 
connectivity is through the fifth generation (5G) wireless 
communication systems where millimetre wave (mm-
wave) as well as Massive Multiple-Input Multiple-
Output (M-MIMO) antenna technologies are to be 
integrated. However, due to strict regulations in the usage 
of the Radio Frequency (RF) spectrum, the transmission 
rates for mobile technologies operating in the RF 
spectrum are limited by the available RF spectrum. Some 
of the operational standards include Wi-Fi (IEEE 
802.11), UWB (IEEE 802.15), WiMAX (IEEE 802.16), 
iBurst (IEEE 802.20), and the cellular based 3G and 4G 
[2]. To date, the capability to support numerous service 
requirements in order to realize elastic and ubiquitous 
connectivity remains a major challenge [3]. Ideally, a 
convergent, cost-effective, and pervasive network 
penetration for the Next-Generation Network (NGN) is 
required. However, Optical Wireless Communication 
(OWC) systems may be deployed as an alternative 
solution to the spectrum limitation [23]. OWC is an 
attractive broadband access technology that offers high 
data rates as well as improved capacity. Therefore, OWC 
can attend to some of the bandwidth requirements of 
numerous applications and services of the NGNs cost 
effectively [2], [4]. 

A terrestrial OWC system, as is with any 
communication system, consists of the transmitter, the 
channel, and receiver. The focus of this work will only be 
on the free space as a channel. The performance of a 
communication system is highly dependent on the 
channel condition, and the effective design of the 
communication system depends on the understanding of 
that channel. The optical field produced at the transmitter 
is radiated through the atmospheric channel to the 
receiving end. Due to the resultant effects of scattering 
and absorption (wavelength-dependent) introduced by 
the molecular structure and atmospheric aerosols along 
the transmission path, transmission loss occurs. In this 
light, this paper aims to utilize meteorological parameters 
to estimate meteorological visibility of a radiated optical 
field. Visibility is a key parameter in determining the 
attenuation of optical signals. By definition, it is perhaps 

logical to precede with an intuitive analogy of visibility 
in terms of eyesight. In this way, it is defined as the 
meteorological optical range defining how far away 
objects may be seen under certain conditions (snow, fog, 
rain etc.). In other words, there is a certain contrast ratio 
threshold below which an observer cannot discern the 
difference between light and dark objects. In the case of 
free space optical receivers, the threshold contrast ratio is 
analogous to receiver sensitivity i.e. how long can the 
optical beam travel before it is "invisible" to the optical 
receiver. Generally, visibility is measured in airports at 
visible wavelengths over long periods of time. Even 
though commercial FSO systems use Infra-Red (IR) 
wavelengths, their propagation is quite similar to those of 
visible wavelength with an added advantage that they 
have improved penetration. The significance of this 
assertion lies in the fact that available visibility data are 
measured at visible wavelengths, therefore predictions 
made off of this data cannot in anyway undermine the 
effects of atmospheric conditions on optical propagation. 

Atmospheric visibility studies are common in the 
environmental sciences fraternity (global warming, 
climatology etc.), with its greater application in the 
aviation industry and to some extent in generating 
automated warnings for motorists during adverse weather 
conditions [5]. It has been found in several research work 
[6], [7] that visibility has a strong relationship with 
numerous meteorological factors such as temperature, 
relative humidity and fractional sunshine. These 
relationships are typically obtained through simple linear 
regression analysis. In [8], however, they have extended 
the simple regression models to incorporate several 
parameters in one regression analysis to obtain a multiple 
regression model. Throughout these works, the focus of 
[8]-[13] were on the performance of the models which in 
turn informed their choice of best or acceptable models.  

This was done through standard statistical tests such 
as the coefficient of determination, R2, root mean square 
error, RMSE, mean bias error, MBE and mean 
percentage error, MPE. In this paper, a thorough 
regression analysis is presented suitable for free space 
optical communications. In our view, prior research work 
available in literature is not suitable for optical 
communication system design as it lacks statistical value.  

Firstly, as mentioned before, the focus of the modeling 
technique in previous works is on the accuracy of the 
model instead of its statistical power. The risk of such an 
approach lies in the fact that a model can perform well 
for a given sample of a population, but may not do so if a 
different sample is selected. In this work, this deficit is 
addressed by testing the significance of model parameter 
coefficients before a conclusion is made about its 
suitability. Secondly, in the multiple regression model, 
there is a strong evidence of multicollinearity observable 
from the results of [8]-[13]. In the presence of 
multicollinearity, the statistical power of the model is lost 
making it difficult to specify the correct model. In this 
work, multicollinearity is investigated and mitigated for 
it to improve the usefulness of the model. The 



 
O. O. Kolawole, M. Mosalaosi, T. J. O. Afullo 

Copyright © 2020 Praise Worthy Prize S.r.l. - All rights reserved  Int. Journal on Communications Antenna and Propagation, Vol. 10, N. 3 

164 

performance of each model is then assessed and some 
conclusions drawn. 

The rest of the paper is organized as follows. Section 
II presents the methodological approach used in model 
validation and acknowledges the data source. The 
regression analysis and modeling is introduced in Section 
III with simple linear regression and its extension to 
multiple linear regression discussed in Section IV.  

Visibility is estimated in Section V using MLR and its 
performance is compared to those of SLR. The evident 
effects of multicollinearity are assessed in Section VI and 
quantified through the variance inflation factor which are 
then mitigated for in Section VII. The general findings 
are presented in Section VIII through the discussion of 
results while Section IX provides the conclusion. 

II. Data and Methodology 
This research work is a case study of a warm-summer 

Mediterranean climatic region of Cape Town, South 
Africa. Its climatic profile is characterized by warm and 
dry summers with mean monthly temperatures not 
exceeding 22 °C during the warmest month. During the 
coldest month, average temperatures range between -3 oC 
and 18 °C with mild to chilly rainy weather experienced 
in winter, sometimes accompanied by snowfall. Similar 
climatic conditions are prevalent in Spain, Portugal, 
western Washington, central Chile, southern Australia 
etc. Mediterranean climatic regions experience between 
2650 to 3400 hours of sunshine annually with a yearly 
average solar radiation of up to 3200 kWh/m2 [14]-[17].  

The average monthly visibility for an eight year period 
starting from January 2010 to December 2017 for Cape 
Town were provided by the South African Weather 
Services (SAWS). The same source provided data for 
other meteorological parameters used in this work i.e. 
relative humidity, temperature, sunshine hours, 
atmospheric pressure and wind speed spanning the same 
time period as well. The measured data is populated as 
monthly averages over the measurement period and used 
in the modeling process. The relationship between 
visibility and the aforementioned meteorological 
parameters is described using linear regression models.  

The statistical significance of the regression model 
coefficients is tested by means of the t-test for zero-slope 
coefficients. All correlation coefficients were 
appropriately tested by computing the coefficient of 
determination, R2. Moreover, the extent to which 
multicollinearity is present was tested through Variance 
Inflation Factors (VIF). As a rule of thumb, a VIF more 
than 5 is considered a strong indication of 
multicollinearity and a reason for concern. To show the 
significance/uncertainty of the regression coefficients, a 
5% significance level was used as a benchmark against 
the p-values of the estimated model coefficients. 

III. Simple Linear Regression (SLR) Model  
Simple linear regression is a statistical technique 

through which a relationship between two quantitative 
variables can be studied and summarized. In its structure, 
one variable is the outcome (dependent) while the other 
is the independent (predictor) variable. The adjective 
"simple" is derived from the fact that the model is only 
concerned with a single independent variable (IV). The 
extension of this treatment to two or more IVs is referred 
to as multiple linear regression, which will be discussed 
later in the paper. In a Simple Linear Regression model 
(SLR), the relationship between an output variable y and 
an independent variable x can be illustrated based on the 
regression equation of the form 

 

 0 1

1,2,3,...,
iiiy x

i n
   


 (1) 

 
where β0 is the intercept and β1 is the slope parameter. By 
applying the least squares technique, the line of best fit 
can be determined by minimizing the sum of the squares 
of the difference between the observed data points and 
the corresponding fitted data values provided by the 
model. In general, the actual observation yi is predicted 
by the best fit line as follows: 

 
 0 1ˆ iiy b b x   (2) 
 
where b0 and b1 are the estimates of β0 and β1, 
respectively. Before application of the SLR model to a 
dataset, it is necessary to evaluate its appropriateness.  

The suitability of the model relies on considering 
several underlying assumptions about the population 
prediction errors as being reasonable. Under these 
assumptions, all subsequent tests, confidence intervals, 
and hypothesis tests that arise in the regression analysis 
assume that the model is appropriate. Without a proper 
validity of the model correctness, all the formulas and 
methodologies used going forward are of little use in the 
prediction process and model consistency. The 
application of SLR models assumes the following: 
 The mean of the response variable, E(yi), for each 

value of the IV, xi, is a linear function of xi; 
 The errors, i , are independent; 
 The errors, i , for each value of the IV, xi, are 

normally distributed; 
 The errors, i , for each value of the IV, xi, have 

equal variances. 
The conditions stated above may collectively be 

summarized to describe the errors as independent, normal 
random variables with zero mean,   0iE  and 
constant variance, σ2. The unknown actual error terms, 

 i i iEy y   may be estimated through the residual 

terms, ˆi i iy ye   , which is simply the difference 
between the observed data point yi and the corresponding 
estimated value ˆ iy . In this work, meteorological data 
measured in Cape Town is used to estimate visibility in 
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FSO communication systems that may be deployed at the 
location. The atmospheric parameters available for this 
study are temperature, relative humidity, atmospheric 
pressure, wind speed and fraction of sunshine hours. The 
latter simply describes the ratio between the actual 
amount of sunshine hours in a day (n) and the maximum 
possible amount of daylight hours (N). By regressing the 
measured visibility on these five parameters, linear 
relationships are developed with varied degrees of 
linearity and significance of coefficients, β0 and β1. The 
fitted models for each IV are obtained as follows: 

 
  76.3846 0.7178RH RHVSB     (3) 
 
  11.7201 0.7965Temp TempVSB     (4) 
 
  0.3530 35.8031FSH FSHVSB     (5) 
 
  878.7786 0.8435AP APVSB     (6) 
 
  10.0958 2.9664WS WSVSB     (7) 
 
where RH is the relative humidity in %, Temp is the 
temperature in °C, FSH is the fractional sunshine hours 
(n/N), AP is the atmospheric pressure in mb and WS is 
the wind speed in m/s. VSBRH, VSBTemp, VSBFSH, VSBAP, 
and VSBWS are estimated visibilities in km from each of 
the SLR models with IVs: RH, Temp, FSH, AP and WS 
respectively. In order to assess the normality of the actual 
error terms, the residuals  ˆi iy y  are obtained and their 
probability plotted. The idea is to visually assess whether 
the residuals come from a population with a normal 
distribution. If the residuals have a normal distribution, 
then it is expected that they will appear along a reference 
line with little to no indication of curvatures in the plot.  

The probability of residuals obtained from all the five 
models are plotted in Fig. 1. In all the five cases, there is 
visually no indication for concern in terms of normality 
as the residuals satisfactorily hugs the reference line. The 
other condition required for the application of SLR 
models is that the error terms have a uniform variance, 
σ2. By plotting the error bars alongside the predicted 
model, the error variance can be observed along the best 
fit line as shown in Fig. 2. It is observed, in all five 
models, that there are data points whose error variance 
differs significantly from others (at most three data 
points), e.g. 3 , 5  of the Temp-based model. However, 
this is not enough to suggest that the error variance in 
general is not uniform since most of the data points 
exhibit relatively constant error variance. The 
performance of each model is shown in Table I through 
V in terms of the Root Mean Square Error (RMSE), 
correlation coefficient (R) and p-value. The p-value gives 
indication on the hypothesis that the model is significant 
or otherwise at a specific % confidence level. Perhaps 
more important than the accuracy of the model is the 
significance of the model parameters used in the 
prediction process. 

 
 

Fig. 1. Normality test for all the IVs 
 

 
 

Fig. 2. Error bars for variance test for all the IVs 
 

In general, for linear regression models, it is often 
useful to determine the t-statistic in order to make sound 
inferences with regards to the regression coefficients. A 
hypothesis test is performed on each coefficient j for the 
null hypothesis that it is equal to zero i.e. the 
corresponding model term is insignificant - against the 
alternative that it is different from zero. By definition, a 
hypothesis test on coefficient j, with H0:Bj=0 and 

1 : 0jH   , the t -statistic is given by: 
 

 
 

j

j

btStat
SE b

  (8) 

 
where SE(bj) is the standard error of the estimated 
coefficient bj. It can be seen from Tables I-V that 
tStat=Estimate/SE for all estimated coefficients. Since 
each model consists of two terms, the independent 
variable and the constant, the t-statistic tests for the 
significance of each term in the presence of the other.  

Considering the model derived from FSH, the 
intercept term is not significant at 5% significant level as 
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indicated by its p-value of 0.8542 which is greater than 
0.05. However, both terms of the models derived from 
RH, Temp, AP and WS are significant at 5% significant 
level. In terms of model performance, the FSH-based 
model easily outperforms the other four having the 
highest correlation coefficient, lowest RMSE, and 
smallest p-value as shown in Table I through V. The RH-
based model follows secondly, outperforming the Temp-, 
AP- and WS-based models across all the three metrics. 
Before making a decision on the best model in the 
prediction of visibility, the issue of an insignificant 
predictor under the FSH-based model is re-visited. In 
view of the fact that the intercept term is not a predictor 
variable, there is no specific hypothesis regarding its 
usefulness so it might be best to exclude it in order to 
simplify the model. One further advantage of leaving out 
an insignificant term is that an extra degree of freedom is 
gained, which is valuable considering the small number 
of samples (Ns = 12). The FSH-based model will now be 
reduced to simply 1 iiiy x  . After regressing 
visibility on FSH with β0=0, it turns out that there is little 
change in the model performance in terms of the 
correlation coefficient, R=0.9741 compared to the 
previous R=0.9735. More impressively, the significance 
of the FSH coefficient has improved a great deal as 
indicated by a t -statistic value of 120.02 compared to the 
previous 13.47. This is a culmination of reduced standard 
error in the estimation of the FSH coefficient, previously 
at SE=2.66 and currently at SE=0.30. This indicates an 
almost ten-fold reduction in the standard error in 
estimating β1. Thus, in the adjusted model, the expected 
variance in the β1 coefficient has significantly been 
reduced and this improves the model consistency. 

 

 
 

Fig. 3. Measured and estimated visibility for all IVs 
 

TABLE I 
SLRRH  ESTIMATED COEFFICIENTS 

 Estimate SE tStat p-value 
Intercept 76.3846 4.9871 15.3165 2.8601×10-8 

RH -0.7178 0.0701 -10.2451 1.2726×10-6 
Model RMSE=0.995 R=0.9555 p-value=1.3×10-6 

TABLE II 
SLRTEMP  ESTIMATED COEFFICIENTS 

 Estimate SE tStat p-value 
Intercept 11.7201 2.3550 4.9767 0.0006 

Temp 0.7965 0.1347 5.9124 0.0001 
Model RMSE =1.5913 R=0.8818 p-value=1.5×10-4 

 
TABLE III 

SLRFSH  ESTIMATED COEFFICIENTS 

 Estimate SE tStat p-value 
Intercept 0.353 1.8715 0.1886 0.8542 

FSH 35.8031 2.6587 13.4665 9.8104×10-8 
Model RMSE=0.771 R=0.9735 p-value=9.8×10-8 

 
TABLE IV 

SLRAP ESTIMATED COEFFICIENTS 

 Estimate SE tStat p-value 
Intercept 878.7786 199.6018 4.4027 0.0013 

AP -0.8435 0.1973 -4.2755 0.0016 
Model RMSE=2.006 R=0.8040 p-value=1.6×10-3 

 
TABLE V 

SLRWS ESTIMATED COEFFICIENTS 

 Estimate SE tStat p-value 
Intercept 10.0958 1.8815 5.3658 3.1642×10-4 

WS 2.9664 0.359 8.264 8.8506×10-6 
Model RMSE=1.206 R=0.9340 p-value=1.6×10-3 

IV. Multiple Linear Regression (MLR) 
Model  

The goal of any regression technique is to model the 
relationship between the independent 
(explanatory/regressors) and the dependent (response) 
variables. Multiple Linear Regression (MLR) is one such 
approach that uses several independent variables to 
predict the outcome of a dependent variable [24]. This, in 
contrast with a simple linear regression technique in 
which only two continuous variables are available - an 
independent variable and a dependent variable, employs 
rather multiple continuous independent variables to 
predict a single outcome. In its structure and formulation, 
it is similar to a simple linear regression except that the 
linear fit is a plane that cuts through several planes. A 
multiple regression model is obtained by extending this 
interpretation to a scenario wherein multiple regressors 
exist. In such an environment, the dependent variable is 
related to two or more independent variables. In general, 
for m variables it takes the form: 

 

 1 20 1 2

1,2, ,
ii i immiy x x x

i n
        

 


 (9) 

 
where β0 is the intercept. βj [j=1,2,…,m] are the 
regression coefficients that measures the unit change in 
the dependent variable in response to a change in the 
independent variables. Here i  represents the random 
error term and it is assumed to be normally distributed 
with mean 0 and constant variance σ2 i.e.  2~ 0,i N  .  

The expression in (9) may be presented in a more 
compact form by using the matrix framework. It is 
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straightforward that (9) can be re-written in the 
vectorized form: 
 
 Y X    (10) 
 
which can be written in the matrix form: 
 

 

111 1 01

221 2 12

1

1
1

1

m

m

nn nm mn

y x x
y x x

y x x






      
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     




     


  

 
where Y is an n×1 dimensional random vector containing 
observations, X is an n×(m×1) matrix determined by the 
regressors, β is an (m+1)×1 vector of parameters to be 
determined, and   is an n×1 vector of random errors.  

When performing MLR analysis, the regression 
coefficients of (9) are estimated using the least squares 
method. These coefficients provide information about the 
unrelated contributions pertaining to each regressor 
variable towards predicting the outcome variable.  

Contrary to simple linear regression, the degree of 
correlation between pairs of regressor variables must be 
inferred. 

V. Estimation of Visibility Using MLR  
It has been shown in previous research contributions 

[6]-[8], as it shall also be done here, that visibility can be 
estimated from several meteorological factors. Factors 
such as Relative Humidity (RH), temperature (Temp), 
Fractional Sunshine Hours (FSH), Atmospheric Pressure 
(AP) and Wind Speed (WS) have been shown to have a 
strong relationship with visibility and have thus been 
utilized in its prediction. In this work, data spanning a 
period of eight years is used to facilitate the prediction 
process. In the development of the MLR model, 
reference will be made to the simple linear regression 
models based on each of the aforementioned five IVs for 
comparison and completeness. Similar to SLR, in its 
application, MLR takes the following assumptions: 
 The mean of the response variable, E(Yi), for each 

regressor value set (xi1,xi2,…,xim) is a linear function 
of the regressors; 

 The errors, i , are independent; 
 The errors, i , for each regressor value set 

(xi1,xi2,…,xim), are normally distributed. 
 The errors, i , for each regressor value set 

(xi1,xi2,…,xim), have equal variances. 
In summary, these assumptions may be understood to 

describe a process whose error terms are independent, 
normally distributed, random with zero mean and 
constant variance. Verifying the validity of the 
assumptions for a multiple regression model in a 
comprehensive manner is not a trivial task, however, the 
thoroughness with which this is done speaks to the 

confidence that can be placed on the model. As observed 
in Section III, the errors generated by regressing 
visibility on RH, Temp, FSH, AP and WS are fairly 
random, independent and normally distributed. In 
extension to this view, the errors generated by applying 
MLR is expected to be random, independent and 
normally distributed as well. The MLR model for 
estimating visibility is determined to be: 

 

 
 

   
35.6326 0.3540

23.6978 0.3219
ALL RHVSB

FSH WS

 

 
 (11) 

 
The performance of the MLR model in (11) is 

summarized in Table VI. Clearly this model outperforms 
the SLR models presented in Section III in terms of the 
correlation coefficient, R = 0.9915, and RMSE = 0.4915.  

However, further analysis of the model reveals that the 
WS predictor term of the model is not significant at 5% 
significant level. The p-value for the WS term is 0.5233.  

In summary, the MLR model has significantly 
improved the model accuracy but has also drastically 
increased the standard error in the prediction of the 
model coefficients. The increased variance in the 
estimation of model coefficients makes it difficult to 
comprehend the effects of individual predictors towards 
observed changes in visibility. Ultimately, there is a 
limited research conclusion that can be drawn from the 
model. With a quick glance at equations (3)-(7) in 
conjunction with (11), it can be seen that there is an 
increased variance in the coefficient estimates i.e. minor 
changes in the model can result in highly sensitive 
estimates.  

Two observations are notable: 1) The significance of 
wind speed in the prediction of visibility has diminished 
greatly in MLR compared to SLR. 2) there is a direct 
proportional relationship between wind speed and 
visibility when using SLR, while the relationship is 
inversely proportional when using MLR (the sign has 
been reversed). This is an indication that the expected 
value of visibility for a change in each predictor is not a 
linear function of the changes in the predictors. Simply 
put, in the MLR model, the change in visibility cannot be 
attributed to a change in a single predictor whilst holding 
others constant. Thus, the linearity assumption is 
violated.  

Theoretically, it is reasonable to assume that the issues 
raised above may partly be due to the fact that the IVs are 
related to one another in some way. It is expected that the 
meteorological factors be related to each other at a given 
location, giving rise to the phenomenon of 
multicollinearity. 
 

TABLE VI 
MLR ESTIMATED COEFFICIENTS 

 Estimate Standard Error tStat p-value 
Intercept 35.6326 9.3473 3.8121 0.0051 

RH -0.3540 0.0972 -3.6422 0.0066 
FSH 23.6978 4.6715 5.0728 0.0010 
WS -0.3219 0.4823 -0.6673 0.5233 

Model RMSE=0.4915 R = 0.9915 p-value=2.0294×10-7 
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VI. Multicollinearity of Visibility 
Predictors  

Multicollinearity is a phenomenon that arises due to 
having two or more predictors in a regression model with 
a moderate or high degree of correlation.  

Its presence reduces the precision of the estimate of 
coefficients, which weakens the statistical power of the 
regression model.  

In the presence of multicollinearity, the significance of 
some predictors may be diminished making it difficult to 
determine the role of each predictor.  

Assuming that multicollinearity exists, the critical 
question is: to what extent are the IVs correlated?  

Conceptually, the idea is to figure out if any of the 
predictors measure the same or similar construct. The 
dependence between multiple variables can be evaluated 
by computing a correlation matrix. In this work, the 
correlation analysis has been performed using Pearson's 
parametric correlation test.  

In its application, the correlation coefficient, R, 
between two random variables X and Y with n series of 
measurements sampled such that they are presented in 
the form xi and yi for i = 1,2,3,…,n, then the sample 
correlation coefficient may be used to estimate the 
population correlation between X and Y. The sample 
correlation coefficient is calculated as: 

  

   
1

22

1

n

i i
i
n

i i
i

x yyx
R

x yyx


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 


 




   (12) 

 
where x  and y  are the sample means of X and Y, 
respectively. For a given system of study with n random 
variables M1,…,Mn, its correlation matrix is an n×n 
matrix whose i,j entry represents corr(Mi,Mj). It is 
common practice to create a graphical display of the 
correlation matrix, this can be done using the statistical 
toolbox in MATLAB. The plot shows correlations 
among pairs of variables in M. The scatter plots of 
variable pairs appear in the off diagonal while the 
histograms of the variables appear along the diagonal.  

The least squares method is used to determine the best 
fit line between variables with correlation coefficients 
also displayed on each graph pair as shown in Fig. 4. The 
correlation coefficients, R (extracted into the R-matrix 
below), indicate which pairs of variables have 
correlations significantly different from zero. The 
significance of the correlations are determined by 
calculating the p-values for each variable pair and 
displayed as p-matrix below: 

 

1.0000 09554 0.8819 0.9735 0.8041 0.9339
0.9554 1.0000 0.8060 0.8976 0.7397 0.9297

0.8819 0.8060 1.0000 0.9480 0.9804 0.9144
0.9735 0.8976 0.9480 1.0000 0.8842 0.9264
0.8041 0.7397 0

VSB RH Temp FSH AP WS
VSB
RH

R Temp
FSH
AP

 
   

  
 

  .9804 0.8842 1.0000 0.8900
0.9339 0.9297 0.9144 0.9264 0.8900 1.0000WS
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 
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 

  
   

 

 

1.0000 0.0000 0.0001 0.0000 0.0016 0.0000
0.0000 1.0000 0.0015 0.0001 0.0060 0.0000
0.0001 0.0015 1.0000 0.0000 0.0000 0.0000
0.0000 0.0001 0.0000 1.0000 0.0001 0.0000
0.0016 0.0060 0.0000 0.0001

VSB RH Temp FSH AP WS
VSB
RH

p Temp
FSH
AP



1.0000 0.0001
0.0000 0.0000 0.0000 0.0000 0.0001 1.0000WS

 
 
 
 
 
 
 
 
 
  

 

 
Evidently, the output pairwise p-values are all less 

than 5% significant level, indicating that all pairs of 
variables have correlations significantly greater than 
zero. That is, there is a fairly strong linear relationship 
between the predictor variables. For example, AP and 
Temp are strongly correlated (R=-0.9804), while RH and 
AP are moderately correlated (R=0.7397). It may not be 
adequate to assess the severity of multicollinearity in a 
regression analysis by analysing the correlation 
coefficients, usually, a Variance Inflation Factor (VIF) is 
used. This factor is the ratio between the variance of a 
predictor in a model with multiple predictors and the 

variance of the predictor in a model with a single term 
[18]. It basically quantifies the extent to which the 
variance is inflated, as the name suggests. Considering a 
model in which xm is the only outcome predictor (as in 
the SLR case in (1)), it can be shown that the variance of 
the estimated coefficient bm is given by: 
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Fig. 4. Correlation Matrix for Visibility and all the IVs 
 

In a multiple linear regression model where 
multicollinearity is present, such as in (9), the variance of 
bm is inflated. The inflated variance can be calculated as: 

 

  
 

2
2

2
2

1

1
1m n

m
im

i

b
Rxx






 



 (14) 

 
where 2

mR  is the coefficient of determination (R2) 
obtained by regressing the mth predictor on the remaining 
predictors. According to (14), the higher the correlation 
between predictor xim and the other predictors, 2

mR , the 
greater the variance of bm. By taking the ratio of the two 
variances, the proportion of inflation can be determined.  

Thus, VIF is found as follows: 
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 (15) 

 
For all the m predictors available in the MLR model 

there exists a corresponding variance inflation factor. The 
objective is to determine the extent of "inflation" on the 
variance of the estimated regression coefficient bm as a 
result of correlation among predictor variables. It is 
straightforward from (15) that a VIF of 1 indicates no 
correlation between the mth predictor and the rest of the 
predictor variables, thus, the variance of bm is not inflated 
at all. There is no general agreement on the interpretation 
of VIF, but the general rule of thumb is that a VIF 
exceeding 5 warrants further investigation [19] while 
those in excess of 10 signifies serious multicollinearity 
[20]. These require correction for meaningful model 

interpretation. By regressing WS, FSH and RH on the 
remaining two variables at a time, the VIF for each 
predictor variable can be calculated using (15). The 
results are shown in Table VII. The coefficient of 
determination for WS, RH and FSH are, 2 0.908WSR  , 

2 0.873RHR   and 2 0.869FSHR   respectively. As shown 
in Table VII, their corresponding VIFs are 10.87, 7.89 
and 7.60 respectively. The VIFs for WS, RH and FSH are 
fairly large. By interpretation, for example, the VIF for 
WS indicates that the variance of the estimated 
coefficient bWS of predictor WS is inflated by a factor of 
10.87. It follows then that the estimated coefficients of 
RH (bRH) and FSH (bFSH) are inflated by factors of 7.89 
and 7.60, respectively. 

VII.   Mitigation for Multicollinearity 
It has been shown in the analysis of the MLR model of 

(11) that the model exhibits signs of multicollinearity.  
Furthermore, it has been ascertained through the 

evaluation of variance inflation factors that indeed the 
model has cases of multicollinearity among some of the 
predictor terms. The objective of modeling visibility with 
meteorological factors is to obtain a model which is easy 
to interpret with stable coefficients and statistical 
significance. The presence of multicollinearity makes it 
difficult to specify the correct model. In the following 
sub-sections two approaches are proposed to deal with 
the effects of multicollinearity. 

VII.1.   Removing Highly Correlated Predictors 

Based on the results obtained in Section VI and 
equation (15), it is straight forward that the value of VIF 
can be reduced by removing one of the highly correlated 
predictor pairs from the model. Using the guidelines 
provided in Section VI and the results in Table VII, the 
severe multicollinearity effects involving WS (VIF = 
10.87) need to be addressed (since it is above 10). By 
observing the correlation matrix plot in Fig. 4, further 
light is shed on which predictor pairs are highly 
correlated. 

 
TABLE VII 

DETERMINATION OF VARIANCE INFLATION FACTORS 
WS as output 

 Estimate Standard Error tStat p-value 
Intercept 9.75147 5.58268 1.74674 0.11463 

RH -0.11889 0.05425 -2.19149 0.05611 
FSH 5.50649 2.65601 2.07321 0.06801 

Model RMSE=0.3397 R2=0.908 VIF=10.8696 
RH as output 

 Estimate Standard Error tStat p-value 
Intercept 94.90659 5.15379 18.41492 1.87844×10-8 

FSH -12.53896 15.46406 -0.81085 0.43837 
WS -2.92676 1.33551 -2.19149 0.05611 

Model RMSE=1.6853 R2=0.873 VIF=7.8927 
FSH as output 

 Estimate Standard Error tStat p-value 
Intercept 0.78240 0.61387 1.27453 0.23440 

RH -0.00543 0.00670 -0.81085 0.43837 
WS 0.05870 0.02831 2.07321 0.06801 

Model RMSE=0.0351 R2=0.869 VIF=7.6046 
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It turns out that the three predictor variables which 
exhibit severe multicollinearity (WS, RH and FSH) in the 
MLR model are in fact highly correlated among 
themselves. The correlation coefficient (R) between the 
sets of WS & RH, WS & FSH and RH & FSH are -0.93, 
0.93 and -0.90 respectively. As revealed in Table VI, the 
WS predictor term of the model is not significant at 5% 
significant level as the p-value for the WS term is 0.5233.  

Therefore, removing the WS term from the model 
since it is insignificant and regressing visibility on FSH 
and RH, the model reduces to: 

 

 
 

 
& 32.4940 0.3158

21.9255
RH FSH RHVSB

FSH

  


 (16) 

 
The performance of model (16) is shown in Table 

VIII. It is evident from Table VIII that all the estimated 
coefficients for predictor variables included in the 
models are now significant at 5% significant level. The 
VIF criteria is used again to assess effects of 
multicollinearity.  

It should be noted that for a model with only two 
predictor terms, the VIFs for the two predictors will be 
the same i.e. the same R2 value is obtained after 
regressing one term on the other. In this case, 
VIFRH=VIFFSH=5.1467. It can be concluded that the 
effects of multicollinearity has been addressed 
adequately. Simply put, there is hardly any variance 
inflation present. Incidentally, the model accuracy does 
not seem to have been lost in terms of the R2 value. In 
fact, the performance observed in Table VIII is slightly 
better than that of (11) as shown in Tables VI and VIII, 
respectively. The model in (16) has a slightly smaller 
RMSE (0.4761 vs 0.4915) as well as the p-value (by an 
order of 10), while the R2 = 0.98 remains approximately 
equal.  

VII.2.  Introducing Interaction Terms 

A linear combination of predictors is known to 
alleviate effects of multicollinearity. Even though RH, 
WS and FSH are not measured in the same way i.e. RH is 
measured as a percentage, WS in derived units while FSH 
is a ratio. As shown in Subsection VII.1, excluding 
highly correlated predictors may alleviate effects of 
multicollinearity.  

However, it is also possible that such correlated 
predictors may have a complementary effect in 
determining the output variable. In this way, the two 
variables are combined into one variable. In this work, 
the meaningful interactions between RH, WS and FSH 
have been found to be RH+WS, RH-WS, and FSH×WS.  

 
TABLE VIII 

MODELING WITHOUT HIGHLY CORRELATED PREDICTORS 

 Estimate Standard Error tStat p-value 
Intercept 32.4940 7.8250 4.1526 0.0025 

RH -0.3158 0.07604 -4.1530 0.0025 
FSH 21.9255 3.7228 5.8895 0.0002 

Model RMSE=0.4761 R2=0.9821 p-value=1.3804×10-8 

The representative formulations are shown in (17) and 
(18) below. 

 
  1 2 30 1 2 ii i iiy x x x        (17) 
 
and: 
 
  1 2 30 1 2 ii i iiy x x x        (18) 
 

In (17), xi1 and xi2 are the ith elements of RH and WS 
while xi3 represent the ith elements of FSH. On the other 
hand, xi1 and xi2 are the ith elements of FSH and WS while 
xi3 represent the ith elements of RH in (18). The results of 
these regressions are shown in Table IX. It can be 
observed that all the model term coefficients are 
significant at 5% significant level. Even though the 
model derived from the RH+WS interaction term slightly 
outperforms the other two in terms of regression standard 
errors, p-values and R2, all the models produce fairly 
similar results. Through visual inspection, there is no 
sign of multicollinearity since all the model terms are 
consistent with theoretical basis (significant with no sign 
reversals). This is also corroborated by the VIFs. By 
regressing the interaction terms on the remaining 
predictor, it is found that VIFRH+WS=3.9494, VIFRH-

WS=6.0205, and VIFFSH×WS=6.7431. The model with the 
RH+WS interaction term is also slightly preferred since 
its VIF=3.9494 is lesser than 5 while the other two VIFs 
are slightly higher than the threshold value of 5.  

VIII.    Discussion of Results 
It has been established in this work that visibility can 

be accurately determined from several meteorological 
factors. In the first instance, simple regression analysis is 
used in the estimation of visibility using relative 
humidity, fractional sunshine, temperature, atmospheric 
pressure and wind speed. A multiple regression analysis 
is then introduced to take advantage of the variety of 
available meteorological factors. The results obtained are 
summarized in two parts, SLR models and MLR models. 

 
TABLE IX 

MODELING WITH INTERACTION TERMS INTRODUCED 
(RH+WS) 

 Estimate Standard Error tStat p-value 
Intercept 35.8690 8.2920 4.3257 0.0019 
RH+WS -0.3572 0.0826 -4.3231 0.0019 

FSH 23.9390 3.1756 7.5385 3.5468×10-5 
Model RMSE=0.4635 R2=0.9830 p-value=1.0852×10-8 

(RH-WS) 
 Estimate Standard Error tStat p-value 

Intercept 28.4385 7.5419 3.7707 0.0044 
RH-WS -0.2697 0.0715 -3.7742 0.0044 

FSH 21.0557 4.2788 4.9209 0.0008 
Model RMSE=0.5059 R2=0.9798 p-value = 2.3847×10-8 

(WS×FSH) 
 Estimate Standard Error tStat p-value 

Intercept 45.3112 11.7845 3.8450 0.0039 
FSH×WS 1.4625 0.5242 2.7898 0.0211 

RH -0.3561 0.1404 -2.5359 0.0319 
Model RMSE=0.7681 R2=0.9534 p-value=1.0224×10-6 
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VIII.1.    SLR Models 

As mentioned before, in a regression model it is 
desired to test the significance of the parameters included 
in the model. By testing for the significance of the 
parameter coefficients, a decision can be made regarding 
the significance of the parameter concerned. All the tests 
are performed at 5% significant level. In practical terms, 
it is not enough just to have information about the 
significance of parameters, generally there exists a 
hypothesis about the parameters. For example, it is 
expected that full sunshine hours (clear skies) result in 
increased visibility. Any result in the contrary merits 
further investigation as the model integrity may be 
compromised.  

The 95% Confidence Interval (CI) for the model 
coefficients are presented in Table X to provide further 
insight into the model performance. The lower and upper 
bounds of the confidence interval are denoted Lb and Ub, 
respectively. 

As shown in Table X, for the 95% confidence level 
the confidence interval for the intercept term, β0 for   
FSH crosses the zero mark. Therefore, this makes it 
difficult to specify the direction of its effect. This 
behaviour is significant in the FSH model. As mentioned 
in Section III, the intercept term is not a predictor 
variable, therefore it might be reasonable to ignore it in 
the FSH model. By setting β0=0 in the FSH model, the 
reduced model will only consist of the FSH term. The 
regression now changes to what is commonly known as a 
regression through the origin (RTO). The confidence 
interval for the coefficient of FSH, βFSH was found to be 
within [35.6 37.0].  

Obviously the CI width for βFSH  has narrowed 
compared to that shown in Table X (with intercept). As 
stated in Section III, the model performance generally 
remains unchanged. However, this model might lack 
practical interpretation due to the inference that when 
FSH = 0, VSB = 0 as well. The difficulty of interpretation 
arises simply because there is no measurement recorded 
near FSH = 0. 

VIII.2.    MLR Models 

In the presence of multiple meteorological factors, a 
multiple regression model is presented in Section V. By 
including all the three predictors (based on their high 
correlation with visibility) in the model, the regression 
results are shown in Table VI. The MLR model 
performed better than all the SLR models in terms of the 
Regression SE, R2, and p-value. In comparison, the 
model performance results can be seen in Table XI. The 
model containing all the predictor variables is denoted as 
MLRALL. 

 
TABLE X  

CONFIDENCE INTERVALS FOR SLR MODELS 

 RH FSH WS 
CI β0 βRH β0 βFSH β0 βWS 
Lb 65.27 -0.87 -3.82 29.88 5.90 2.17 
Ub 87.50 -0.56 4.52 41.73 14.29 3.77 

TABLE XI 
COMPARISON BETWEEN SLR AND MLRALL MODEL 

 RH FSH WS MLRALL 
RMSE 0.9951 0.7713 1.2058 0.4915 

R2 0.9130 0.9477 0.8723 0.9830 
p-value 1.3×10-6 9.8×10-8 8.85×10-6 2.0294×10-7 

 
As in simple regression models, the objective is to 

reliably specify a model with some degree of confidence 
in the parameters included in the model. For any of the 
variables xim included in the MLR model, the null 
hypothesis states that the coefficient βm is not different 
from 0, with the alternative stating that βm is significantly 
different from 0. The sensitivity of the coefficients of the 
MLR model parameters is quantified through the 95% 
confidence intervals. In Section VI, it was determined 
through the Variance Inflation Factor (VIF) that the 
estimated coefficient for WS (bWS) is highly inflated. The 
same conclusion can be reached by observing the CI of 
the coefficients in question. As seen from Table XII, the 
expected mean value of this coefficient swing from 
negative to positive values, indicating its lack of 
significance. The lack of statistical significance in this 
model parameter makes it difficult to specify a reliable 
model due to the wide CI of the parameter coefficient.  

The relatively low RMSE and high R2 values may be 
applicable to specific samples and may not be 
representative of the overall data population. The 
performance of the MLRALL model is also shown in Fig. 5 
against the measured data. In the same figure, the results 
of the normality test are shown. The error distribution 
does not indicate any significant deviation from the 
normality assumption. Fig. 5 also shows the performance 
of VSBRH&FSH model (MLR model (16) after the removal 
of the WS predictor term) against measured data in the 
year 2017. The VSBRH&FSH model contains the RH and 
FSH predictor terms alongside its intercept as depicted in 
Table VIII. 

 
TABLE XII 

CIs OF THE MLRALL MODEL COEFFICIENTS 
CI β0 βRH βFSH βWS 
Lb 14.0776 -0.5782 12.9253 -1.4341 
Ub 57.1876 -0.1299 34.4704 0.7904 

 

 
 

Fig. 5. MLR Model Including all the Predictors  
and the Error Normality Test 
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VIII.2.1.   MLR with Moderately Correlated Predictors 

In Section VI, it was shown that the lack of model 
specificity in MLR may be due to a severe case of 
multicollinearity. By regressing each predictor term on 
the remaining ones, it was established through VIFs that 
indeed some parameters have strong linear relationships 
with others.  

Specifically, it was found that WS and FSH are highly 
correlated (R=0.93).  

The first approach in dealing with multicollinearity 
was to eliminate the redundant term in the model i.e. 
excluding WS from the final model.  

The case where WS was eliminated was explored and 
the results are presented in Table VIII.  

Overall, it was found that the issue of multicollinearity 
was adequately addressed without any loss in model 
precision. The confidence intervals of the model 
coefficients also show stability since they no longer cross 
the zero mark as depicted in Table XIII. 

The performance of the model in which the highly 
correlated term WS is excluded is shown in Fig. 5. It can 
be seen that the model estimates the expected visibility 
satisfactorily throughout the year. In Table XIII, all the 
parameter coefficients of the model with FSH and RH 
have a narrower CI width than they had in MLRALL model 
shown in Table XII. The CI width of the intercept term, 
β0 is ≈35 in Table XIII compared to ≈43 in Table XII 
while the coefficient of RH has a CI of ≈0.344 in Table 
XIII as opposed to ≈0.448 in Table XII. Also, βFSH has a 
CI of ≈17 in Table XIII as opposed to ≈22 in Table XII. 

VIII.2.2.    MLR with Interaction Terms 

An alternative approach was presented in Subsection 
VII.2 which deals with effects of multicollinearity. It was 
shown therein that combining the highly correlated 
predictor terms in some way can alleviate the effects of 
multicollinearity in multiple regression model. In this 
case, the parameters of concern are RH, WS and FSH 
which have been shown to be highly correlated. By 
combining RH, WS and FSH new variables are generated, 
in this work, RH+WS, RH˗WS, and WS×FSH are used. It 
is possible that other combinations may also work which 
include these basic terms in their formulation but in this 
work, these three are considered adequate for the Cape 
Town location.  

The model parameter coefficients were tested at 5% 
significant level as well as by investigating their VIFs. In 
all cases the coefficients were found to be significant.  

The confidence intervals for all the three models are 
shown in Table XIV. By observing the model parameter 
coefficient CIs, all the parameters included in all three 
models are significant. 

 
TABLE XIII 

CIS OF THE MLR MODEL COEFFICIENTS 
WITHOUT CORRELATED PREDICTORS 

CI β0 βRH βFSH 
Lb 14.7927 -0.4878 13.5040 
Ub 50.1953 -0.1438 30.3471 

TABLE XIV 
CISOF THE MLR MODEL COEFFICIENTS WITH INTERACTION TERMS 

Model β0 βI βFSH 

RH+WS Lb=17.1111 Lb=-0.5441 Lb=16.7554 
Ub=54.6269 Ub=-0.1703 Ub=31.1227 

RH - WS Lb=11.3775 Lb=-0.4314 Lb=11.3763 
Ub=45.4996 Ub=-0.1081 Ub=30.7352 

Model β0 βI βRH 

WS×FSH Lb=18.6528 Lb=0.2766 Lb=-0.6739 
Ub=71.9696 Ub=2.6483 Ub=-0.0384 

 
The performance of the models with interaction terms 

has been summarized in Table IX. The monthly 
estimation of average visibility throughout the year is 
shown in Fig. 6 using the models with interaction terms. 

The measured visibility is denoted as VSBM while the 
models with interaction terms are denoted VSBRH+WS, 
VSBRH-WS, and VSBFSH×WS for RH+WS, RH-WS, and 
FSH×WS models, respectively. It can be seen from Fig. 6 
that the regression models estimate visibility accurately 
throughout the year. 

VIII.3.    FSO Visibility 

In the planning process for the deployment of FSO 
systems, visibility at a location is a key component for 
designers.  

The available measured visibility data used in this 
work is based on a 5% threshold of the visible light. In 
other words, of the total transmitted signal, 95% is 
scattered and/or absorbed by the atmosphere. This 
threshold was adopted by the World Meteorological 
Organisation as it meets the aeronautical requirements 
[21]. In principle, the value of 0.05 ensures a reliable 
resolution of a black object against the horizon in 
daylight at a wavelength of 550 nm where the human eye 
has the highest sensitivity. The received 5% intensity of 
visible light corresponds to around -13 dB of the source 
intensity. However, the photodiodes used in FSO systems 
typically have a receive sensitivity of about -30 dB 
(~0.001 of the transmitted intensity) or less [22], which is 
much lower than the eye sensitivity. In contrast with the 
5% visible light threshold, FSO receivers can detect 
down to 0.1% of the transmitted intensity. This translates 
into longer visibility away from the transmitter for FSO 
systems as compared to visible light reception by the eye. 
At a distance L from the source, the signal intensity 
   21I L L .  
Therefore, the optical visibility at 0.1% threshold is 

much higher than that recorded for meteorological 
visibility. If the transmitted intensity is I0, when the 
receiver sensitivity is adjusted from 0.05×I0 to 0.001×I0 
the optical visibility will be higher than the 
meteorological visibility by a factor of  10 2  for the 

same wavelength (550 nm) under the same weather 
conditions. In this view, as a future study it should be 
considered to translate measured meteorological 
visibility into optical visibility for determination of 
atmospheric attenuation coefficients. 
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Fig. 6. MLR Fitting with Interaction Terms 
 

TABLE XV 
REGRESSION EQUATIONS FOR OTHER CITIES IN SOUTH AFRICA 

City Regression Equation Correlation 
Coefficient 

Regression 
Standard Error 

Bloemfontein 

 

4

27.9547
1.7476 10

BLOEMVSB

Temp AP





 



 0.9304 0.3531 

Johannesburg  
 

10.1288
0.1937

1.3808

JHBVSB
Temp

WS



 

 

 0.8888 0.6750 

Kimberley  
40.7399

0.0378
KIMVSB

RH WS


 
 0.8303 0.2443 

Durban  
15.4965

5.6239
DBNVSB

FSH


 
 0.6580 0.7743 

Kruger 
Mpumalanga   

5

15.9984
8.6808 10

MPU

WS

VSB

Temp





   0.6386 0.7823 

Polokwane  
24.9626

0.0135
POLVSB

AP FSH
 


 0.8431 0.8234 

Port Elizabeth  
16.8358

15.4479
PEVSB

FSH


 
 0.6190 0.7921 

IX. Conclusion 
The modeling of visibility has been presented through 

regression analysis. It has been shown in this study that 
meteorological parameters at a location can be used 
adequately to model and possibly predict optical signal 
visibility. As shown in the discussions, all models 
presented have a good agreement with the measured data.  

In the case of multiple regression models, the 
significance of the model parameters is achieved by 
reducing the effects of multicollinearity. The choice of 
the model may not be reliant on just its performance but 
rather the availability of the parameters as well. SLR 
models can be used in situations whereby a single 
meteorological parameter is measured reliably over a 

long period of time in the absence of others. Otherwise, it 
is preferable to use MLR models to take into account all 
the different constructs each parameter describes.  

However, caution must be exercised when too many 
parameters are available to avoid model over-
specification. In such cases, the fitting algorithm may 
capture the idiosyncratic properties of that specific data 
rather than the true underlying trend of how visibility 
actually varies. In locations where measured visibility 
data is not available, visibility may be inferred from 
measurement data collected in locations with similar 
weather patterns. As part of future work, the performance 
of these visibility regression models will be compared 
with various artificial neural network predictive models 
such as the Generalized Regression Neural Network 
(GRNN), Multi-Layer Perceptron (MLP) neural network 
and Gaussian Process Regression (GPR) Delta based 
method. 

Acknowledgements 
The authors of this paper would like to thank the 

South African Weather Service (SAWS) for providing 
the data which made this work possible. 

References 
[1] C. Yu, L. Yu, Y. Wu, Y. He, and Q. Lu, Uplink scheduling and 

link adaptation for narrowband Internet of Things systems, IEEE 
Access, Volume 5, February 2017, Pages 1724-1734. 

[2] I. Alimi, A. Shahpari, V. Ribeiro, N. Kumar, P. Monteiro, and A. 
Teixeira, Optical wireless communication for future broadband 
access networks, 2016 21st European conference on networks and 
optical communications (NOC), pp. 124-128, Lisbon, Portugal, 
June 2016. 

[3] G. Parca, A. Tavares, A. Shahpari, A. Teixeira, V. Carrozzo, and 
G. T. Beleffi, FSO for broadband multi service delivery in future 
networks, 2013 2nd International Workshop on Optical Wireless 
Communications (IWOW), pp. 67-70, Newcastle upon Tyne, UK, 
October 2013. 

[4] Z. Ghassemlooy, W. Popoola, and S. Rajbhandari, Optical 
wireless communications: system and channel modelling with 
Matlab® (CRC press, 2019). 

[5] Ceruti, A., Bombardi, T., Piancastelli, L., Visual Flight Rules 
Pilots Into Instrumental Meteorological Conditions: a Proposal for 
a Mobile Application to Increase In-flight Survivability, (2016) 
International Review of Aerospace Engineering (IREASE), 9 (5), 
pp. 144-151. 
doi: https://doi.org/10.15866/irease.v9i5.10391 

[6] A. Usman, G. Ismaila, K. Olaore, and S. Lawal, Developing a 
model for predicting the visibility for Sokoto using fraction of 
sunshine hours data, Research Journal of Applied Sciences, 
Volume 6, (Issue 6), 2011, Pages 378-380. 

[7] A. Usman, K. Olaore, and G. Ismaila, Estimating visibility using 
some Meteorological data at Sokoto, Nigeria, Int. J. Basic Appli. 
Sci, Volume. 1, (Issue 4), April 2013, Pages 810-815. 

[8] D. Akpootu, M. Iliyasu, W. Mustapha, S. Aruna, and S. Yusuf, 
Developing Regression Models for Estimating Atmospheric 
Visibility over Ikeja, Nigeria, Journal of Scientific Research and 
Reports, Volume 15, (Issue 6), September 2017, Pages 1-14. 

[9] Balamurugan, S., Alwarsamy, T., Boring Tool Chatter 
Suppression Using Magneto-Rheological Fluid Damper through 
Regression Models, (2013) International Review of Mechanical 
Engineering (IREME), 7 (3), pp. 556-562. 

[10] Deb, T., Kumar Pal, S., Study on Uplift Behavior of Single Belled 
Anchor Piles in Sand Bed and Multiple Regression Analyses, 
(2017) International Review of Civil Engineering (IRECE), 8 (3), 

https://doi.org/10.15866/irease.v9i5.10391


 
O. O. Kolawole, M. Mosalaosi, T. J. O. Afullo 

Copyright © 2020 Praise Worthy Prize S.r.l. - All rights reserved  Int. Journal on Communications Antenna and Propagation, Vol. 10, N. 3 

174 

pp. 97-112. 
doi: https://doi.org/10.15866/irece.v8i3.12001 

[11] Idroes, R., Noviandy, T., Maulana, A., Suhendra, R., Sasmita, N., 
Muslem, M., Idroes, G., Irvanizam, I., Retention Index Prediction 
of Flavor and Fragrance by Multiple Linear Regression and the 
Genetic Algorithm, (2019) International Review on Modelling 
and Simulations (IREMOS), 12 (6), pp. 373-380. 
doi:https://doi.org/10.15866/iremos.v12i6.18353 

[12] Jai Aultrin, K., Anand, M., Optimization of Machining 
Parameters in AWJM Process for Lead Tin Alloy Using RSM and 
Regression Analysis, (2015) International Review of Mechanical 
Engineering (IREME), 9 (2), pp. 136-144. 
doi: https://doi.org/10.15866/ireme.v9i2.4791 

[13] Thanga Parvathi, B., MercyShalinie, S., Differential Evolution 
(DE) based Multiple Regression Model for Classification, (2014) 
International Review on Computers and Software (IRECOS), 9 
(6), pp. 1117-1124. 

[14] E. Kinab, T. Salem, and G. Merhy, BIPV building integrated 
photovoltaic systems in mediterranean climate, International 
Conference on Renewable Energies for Developing Countries 
2014, pp. 180-185, Beirut, Lebanon, November 2014. 

[15] M. Sanz, A. Carrara, C. Gimeno, A. Bucher, and R. Lopez, 
Effects of a dry and warm summer conditions on CO2 and energy 
fluxes from three Mediterranean ecosystems, Geophys. Res. Abstr, 
Volume 6, 2004, Page 3239. 

[16] T. Silva, R. Vicente, F. Rodrigues, A. Samagaio, and C. Cardoso, 
Performance of a window shutter with phase change material 
under summer Mediterranean climate conditions, Applied 
Thermal Engineering, Volume 84, June 2015, Pages 246-256. 

[17] E. Xoplaki, J. F. González-Rouco, J. Luterbacher, and H. Wanner, 
Mediterranean summer air temperature variability and its 
connection to the large-scale atmospheric circulation and SSTs, 
Climate dynamics, Volume 20, (Issue 7-8), March 2003, Pages 
723-739. 

[18] G. James, D. Witten, T. Hastie, and R. Tibshirani, An introduction 
to statistical learning (Springer-Verlag New York, 2013). 

[19] S. Sheather, A modern approach to regression with R (Springer-
Verlag New York, 2009). 

[20] M. H. Kutner, C. J. Nachtsheim, J. Neter, and W. Li, Applied 
linear statistical models (McGraw-Hill Irwin New York, 2005). 

[21] M. Jarraud, Guide to meteorological instruments and methods of 
observation, World Meteorological Organisation (WMO), 
Geneva, Switzerland, Volume 1, (Issue 8), 2008, Page 29. 

[22] A. Prokes, Atmospheric effects on availability of free space optics 
systems, Optical Engineering, Volume 48, (Issue 6), June 2009, 
Page  066001. 

[23] Al-Adwany, M., Yahya, H., Thanoon, M., Hamdoon, H., 
Saadallah, N., Hamed, A., Simulation and Hardware 
Implementation of DC-Biased Optical OFDM (DCO-OFDM) for 
Visible Light Communications, (2020) International Review on 
Modelling and Simulations (IREMOS), 13 (2), pp. 108-117. 
doi: https://doi.org/10.15866/iremos.v13i2.17486 

[24] Cárdenas, J., Valencia, G., Forero, J., Hydraulic Performance 
Prediction Methodology in Regenerative Pumps Through CFD 
Analysis, (2019) International Journal on Energy Conversion 
(IRECON), 7 (6), pp. 253-262. 
doi: https://doi.org/10.15866/irecon.v7i6.18341 
 

Authors’ information 
1Discipline of Electrical, Electronic and Computer Engineering, 
University of KwaZulu-Natal, Durban, South Africa. 
 
2Department of Electrical, Computer and Telecommunication 
Engineering, Botswana International University of Science & 
Technology, Palapye, Botswana. 
 

Olabamidele O. Kolawole received his 
Bachelor of Technology degree in Physics 
(Electronics) from the Federal University of 
Technology, Akure, Nigeria in 2012 and a 
Master of Science degree in Electronic 
Engineering from the University of KwaZulu-
Natal, Durban, South Africa in 2018. He is 
currently studying to obtain his Doctorate in 

Electronic Engineering at the University of KwaZulu-Natal, Durban, 
South Africa. He is a member of the IEEE Eta Kappa Nu (Mu Eta 
chapter) and a student member of the IEEE. His research interests 
include free space optics and RF propagation studies. 
 

Modisa Mosalaosi received his Bachelor's 
degree in Electrical Engineering in 2009, 
MScEng and PhD degrees in Electronic 
Engineering in 2015 and 2017 respectively from 
the University of KwaZulu-Natal, Durban, 
South Africa. He is currently a Lecturer at the 
Department of Electrical, Computer and 
Telecommunication Engineering, Botswana 

International University of Science and Technology, Palapye, 
Botswana. He is a member of the IEEE Eta Kappa Nu (Mu Eta chapter) 
and a professional member of the IEEE. His research interests include 
power line communications, RF and propagation studies and free space 
optics. 
 

Thomas J. O. Afullo obtained his Bachelor's 
degree in Electrical and Electronic Engineering 
(Hons) from the University of Nairobi in 1979, 
MSEE from the University of West Virginia, 
USA in 1983 and the license in Technology and 
PhD in Electrical Engineering from Vrije 
Universiteit (VUB), Belgium in 1989. He is 
currently a Professor and Director for Centre for 

Radio Access and Rural Technology (CRART) in the Discipline of 
Electrical, Electronic and Computer Engineering at the University of 
KwaZulu-Natal, Durban, South Africa. He is a member of the Eta 
Kappa Nu (MHKN), senior member, IEEE and a Fellow of the South 
African Institute of Electrical Engineers (FSAIEE). His research 
interests include RF and propagation studies in Africa, free space optics 
and power line communications.  

https://doi.org/10.15866/irece.v8i3.12001
https://doi.org/10.15866/iremos.v12i6.18353
https://doi.org/10.15866/ireme.v9i2.4791
https://doi.org/10.15866/iremos.v13i2.17486
https://doi.org/10.15866/irecon.v7i6.18341


 
International Journal on Communications Antenna and Propagation (I.Re.C.A.P.), Vol. 10, N. 3 
ISSN 2039 – 5086    June 2020 

Copyright © 2020 Praise Worthy Prize S.r.l. - All rights reserved  https://doi.org/10.15866/irecap.v10i3.18135 

175 

Modeling Environmental Effects on Electromagnetic Signal 
Propagation Using Multi-Layer Perceptron Artificial Neural Network 
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Abstract – In this research work, the impact of environmental factors affecting electromagnetic 
signal propagation in microcell built-up area with residential and commercial buildings referred 
to as location-1 and rural area surrounded by mountains, tall trees and foliage referred to as 
location-2 have been studied and analyzed. The objective of this work is to investigate, analyze 
and discuss the effects of environmental factors on electromagnetic signal propagation in the two 
locations and their impact on electromagnetic signal during its propagation. Further objective of 
this work is modeling signal power losses in the two locations using Multi-Layer Perceptron 
Artificial Neural Network, using recorded errors from trained experimental data collected from 
Long Term Evolution network from each of the locations. 1st order statistical performance indices 
such as Root Mean Squared Error, Mean Absolute Error, Standard Deviation and Correlation 
Coefficient have been employed for error analysis. The results from Location-1 give minimal 
transmission errors, which show that radio frequency signal requires clear unobstructed 
transmission path. Results from location-2 demonstrate higher transmission error that can be 
attributed to multipath mechanism and fading phenomenon caused by the presence of mountains, 
tall trees and foliage. This prediction is very important for performance optimization of wireless 
networks during new network planning, design and upgrade especially in similar areas as 
location-2. Copyright © 2020 Praise Worthy Prize S.r.l. - All rights reserved. 
 
Keywords: Electromagnetic Signal, Environment Effects, Fading Phenomenon, Signal Power 

Loss, Artificial Neural Network, Multi-Layer Perceptron 
 

 

Nomenclature 
α Decay rate parameter 
β Performance index 
δ Weight update vector 
λ Damping factor 
a Neuron 
b Bias 
E Error 
Ed Sum squared error 
Es Sum squared weight 
F Cost function 
J Jacobian matrix 
H Hessian factor 
r Correlation coefficient 
w×x Point product 
n Number of input 
w Vector of weights 
wxa Weight of neurons 
ANN Artificial Neural Network 
BS Base Station 
BP Back Propagation 
BR Bayesian Regularization 
GPS Global Positioning System  
GSM Global System for Mobile Communication  
LM Levenberg-Marquardt  
LTE Long Term Evolution Network 

ML Machine Learning 
MSE Mean Squared Error 
MAE Mean Absolute Error 
MLP Multi-Layer Perceptron  
MS Mobile Station 
PL Pathloss 
R Receiver 
RSRP Reference Signal Receive Power  
RMSE Root Mean Squared Error 
SD Standard Deviation 
T Transmitter 
TEMS Test Mobile System Software 
UE User Equipment  
MAE Mean Absolute Error 

I. Introduction 
As signal transmits from the transmitter to the 

receiver, there is decrease in the signal strength because 
of different interferences, which result to pathloss. The 
complexity of the propagation environment contributes 
adversely to difficulty in the prediction of received signal 
strength [1]-[3]. Pathloss is the attenuation of 
electromagnetic signal as it transmits through space [4].  

An accurate and non-complex pathloss prediction 
model is important for coverage prediction, system 
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performance optimization, Base Station (BS) locations 
etc. Accordingly, there have been efforts from different 
engineers and researchers across the globe in order to 
find out realistic models for the prediction of pathloss at 
different frequencies and in different scenarios. Long 
Term Evolution Network (LTE) and 5th generation 
networks are designed to support wide coverage, improve 
connection density, increase throughput, enhance spectral 
density and reduce radio tendency etc. Different 
measurement campaigns and drive tests have been 
carried out to collect attenuation data at new frequencies.  

The planning of network communication system such 
as LTE comes with stern challenges and superior models 
such as model based on Artificial Neural Networks 
(ANNs) are required for pathloss prediction [5].  

Traditional pathloss models are based on deterministic 
and empirical methods [4]. The former applies radio 
signal propagation mechanism and analysis based on 
numerical techniques for modeling, while the latter relies 
majorly on measurements from specific scenario and at 
given frequency. Deterministic models can achieve high 
accuracy and give the pathloss value at any precise 
position, however, they are computational inefficient as a 
result of excessive computational time in real 
environment [6]. On the other hand, empirical models 
consider few parameters such as frequency of operation, 
antenna height, antenna separation distance etc., and as 
such, the model equations are concise. However, because 
the parameters are extracted from data measured from 
specific scenario, their accuracy are most of the time 
unsatisfactory when applied to broader environment.  

Machine Learning (ML) is a technique that is based on 
vast dataset and flexible model architecture for 
prediction. Nowadays, ML techniques have been applied 
in different areas such as data mining, computer vision, 
self-driving cars, speed recognition etc. The different 
tasks performed using ML can be classified either as 
supervised or unsupervised learning. The task of 
supervised learning algorithms with labelled data is to 
learn general and accurate function between input and 
output data. This makes it appropriate for solving 
regression and classification problems. On the other 
hand, unsupervised learning algorithms need to describe 
the hidden structure from unlabeled data. In principle, 
prediction of pathloss is a supervised learning regression 
problem that can appropriately be solved by ML 
technique such as ANNs. Machine learning techniques 
are more accurate than the traditional empirical models 
and more computational efficient than the deterministic 
ones [3], [7]. Amongst the ML based techniques, ANN 
are widely used in the prediction of pathloss, especially 
back propagation-based models. This is because Back 
Propagation (BP) ascertains the gradient of loss function 
and it is broadly applied in the optimization of gradient 
descent algorithm for the adjustment of weight of every 
neuron which contributes to the learning process [8].  

Back propagation-based ANN comprises an input 
layer, an output layer and one or more hidden layers.  

Artificial neural network with multiple layers of 

neurons in the hidden layer enables enhanced processing 
power and flexibility of the network system. However, 
many neurons in the hidden layer usually give rise to 
over specification of the system, thereby causing poor 
generalization, while few neurons in the hidden layer 
cause improper fitting of input data resulting to a 
reduction in the system robustness [9]. Similar research 
work has been carried out in [10]. The authors have 
concentrated on environmental factors (rain attenuation) 
that affect propagation at very high frequencies (20 GHz-
30 GHz) electromagnetic signal in space communication.  

The characteristics of radio propagation at 20 GHz 
band  as a result of  rain attenuation have been studied in 
[11]. In [12], the authors have used prediction models 
that combine rain combination and other impairments for 
earth-satellite paths. The authors in [13] have studied the 
centimeter and the millimeter wave attenuation and 
brightness temperature as a result of atmospheric oxygen 
and water vapor. Their various results have demonstrated 
a negative impact of each of the considered 
environmental factor on wave propagation. In this 
research work, authors have studied and analyzed the 
impact of environmental factors affecting signal power 
during electromagnetic signal propagation at 1900 MHz 
frequency band. The analyses are carried out using 
experimental data from LTE cellular network collected 
from two different locations and Multi-Layer Perceptron 
(MLP) ANN employed in modeling the impact of the 
environmental factors (multipath mechanism and fading 
phenomenon). Furthermore, the effectiveness of MLP-
ANN in modeling signal power loss in the two 
considered locations have been investigated and 
compared. The impact of environmental factors in each 
location using recorded errors during signal transmission 
was analyzed.  

This research paper has been organized as follows.  
Section II has the basic terminologies for the scenario 

and networks used in the research work. Section III 
discusses the method of collection of the experimental 
data. Section IV has the results and analysis of the errors 
for this model. Finally, Section V concludes the work 
and recommends the future aspects.  

II. Basic Terminologies for the Scenario 
and Networks Used in this Research 

Work 
II.1. Environmental Factors Affecting  

Signal Propagation 

The design and the development of communication 
network systems at different frequencies are mostly 
affected by medium of propagation [10]. These include 
atmospheric influences, attenuation from rain, clouds, 
atmospheric gases, fog and scintillation which becomes 
critical as frequency increases. Therefore, information 
availability on the effects of propagation is an important 
criterion for effective design of communication network 
[14]. The success in the execution of the space program 
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is dependent on adequate evaluation of the adverse nature 
of the natural atmosphere. Despite radiations, the 
atmosphere comprises different types of plasma 
environments meteoroids, atomic oxygen, ultraviolent 
radiations, debris and thermal environment. Some basic 
environmental factors that affect signal propagation 
considered during analysis in this research work are as 
follow. 

II.1.1.   Fading Phenomenon 

Fading in radio system is majorly related to 
atmospheric changes and imposes more problems at 
increased frequencies. Though by nature it is a random 
event, there are certain conditions that exaggerate this 
phenomenon and make it more troublesome. The effect 
of fading is more pronounced during a clear and quiet 
period than during an extreme weather, while 
fluctuations in the electromagnetic field strength are 
greater during the night than during the daytime [15].  

The fading element should be added in the network 
plan to cater for carrier-to-interference (C/I) ratio.  

However, the fading margin to be included to account 
for this depends on certain elements such as the 
correlation of pathloss prediction error, which thereafter 
has effect on the terrain and clutter environment. It also 
depends on the handover application and settings from 
location to location at the movement of customers, which 
are unnoticed. In addition, it depends on the management 
techniques employed in the network to cater for the 
variability and density of calls, the users and services 
distribution in the area. The needed fade margin 
increases as the prediction error of the model increases.  

For un-correlated errors between two locations with 
prediction standard deviation of 7.8 dB for both 
locations, the operational variability of C/I and 
subsequently the fading margin is in the region of 11.0 
dB overlap for a network with 50% confidence [16].  

There is an increase in this figure to 17.6 dB for a 
network with 95% confidence. Therefore, the C/I level is 
17.6 dB for fade margin of 95%. Tolerating this margin 
for link budget results to very low capacity and 
ineffective network design.  

II.1.2.    Slow Fading 

Measured signal level, terrain and location 
information with the antenna radiation pattern are all 
processed to give pathloss measurement against location.  

These processes comprise distance dependent 
component that depends on characteristics of the local 
clutter of the nearby propagation environment. When the 
distance dependent component is subtracted from the 
overall loss, the subsequent effect is slow shadowing [1].  

The statistics of the shadowing are examined to 
generate representative parameters of the test area using 
1st order statistical performance indicators such as 
standard deviation, etc. The shadowing parameter can be 
anticipated per clutter class or for an area depending on 

the available measurement density for every clutter 
category with the test area. The shadowing parameters 
derived are used to create set of shadowing predictions 
for the total area of interest.  

II.2. Artificial Neural Networks  

Artificial neural networks are employed in solving 
non-linear regression problems such as pathloss 
prediction and have demonstrated low prediction errors 
when there are enough data sets [4], [15], [17]. The ANN 
such as MLP network based on neuron model is a 
feedforward network structure that comprises an input 
layer, one or more hidden layers and an output layer in a 
feedforward structure. Neurons are connected to the ones 
in the next layer in its entirety by different weights while 
there is no neuron connection in the same layer. The 
MLP-ANN model complexity and accuracy depend on 
the number of both the hidden layers and the neurons, 
which determine the size of the network. However, 
finding an adequate MLP-ANN structure for the 
prediction of pathloss remains an open problem, since the 
architectural definition of MLP-ANN affects the layers 
and neurons for connection. Inappropriate choices can 
resist solving problems of inadequate parameter 
adjustments or over-fitting of the training data.  

Therefore, the architectural optimization of the hidden 
layers and neurons connections in order to establish 
MLP-ANN that solves a given prediction problem 
effectively remains open for research  

II.2.1.   Multi-Layer Perceptron ANN 

Multi-layer perceptron artificial neural network 
comprises several neurons of multiple layers with a non-
linear activation function such as hyperbolic tangent, 
logistic sigmoid and rectifier unit [17], [22]-[25]. A 
perceptron is a simply neural network model with a 
single computational neuron comprising of several 
inputs, a processor and an output. It calculates the error 
between sample data output and network output and uses 
it in adjusting the weight during network training. The 
activation function for a perceptron neuron is a binary 
function with two possible results [17]:  

 

 
0( ) 1f x ifw x b    (1) 

 
where w is a vector of weights (real value), b is bias, and 

w×x is point product of 
1

n

i i
i

x w

 , n is number of inputs.  

However, perceptron neuron cannot solve problems 
that are linearly separable and cannot reach a state with 
every input vector properly trained with non-linearly 
separable training sets because of its linearity. This 
results to the non-convergence of the perceptron network. 
Therefore, by connecting neurons in multi-layers with 
non-linear activation function, there is the creation of 
non-linear decision boundaries that permits solving of 
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height of 34 m, transmitter power of 43 dB, receiver 
antenna gains of 18 dBi and receiver antenna height of 
1.5 m. The LTE signal parameter extracted during the 
drive test log files for the prediction analysis in ANN is 
the Reference Signal Receive Power (RSRP (dBm)). 
This gives the signal power measurement that has been 
carried out in the two locations for case study. 

III.2. Multi-Layer Perceptron Network Training  
and Prediction  

The MLP-ANN training has been carried out using a 
written neural network program, which has been 
computed and simulated in MATLAB 2015a using BR 
training algorithm (trainbr), all coded and implement by 
means of ANN toolbox. 3,895 data have been collected 
from location 1 while 1,932 have been collected from 
location 2. These data have measured electromagnetic 
signal power as it transmits over given range of 
distances. The data serve as inputs to the MLP-ANN, 
which has been normalized in Excel spreadsheet in order 
to prevent bias of data presentation. Network training has 
been carried out using early stopping technique with data 
ratio of 70% for training, 20 % for testing and 10 % for 
validation. The 1st order statistical performance metrics: 
Mean Absolute Error (MAE), Root Mean Squared Error 
(RMSE), Standard Deviation (SD) and correlation 
coefficient (r) have been used for error analysis of the 
trained network. These parameters calculate error 
between the actual measured values and the predicted 
values during network training. 

IV. Error Analysis: Results and Discussion 
The respective experimental data obtained from 

location-1 and location-2 have been employed in MLP-
ANN training and prediction and results are shown in 
Table I and Table II respectively. The basis of 
comparison in this work is the error encountered during 
signal transmission from the transmitting BS for the two 
locations. The MLP-ANN has been trained with different 
number of neurons in the hidden layer ranging from 10-
60 neurons to ensure well-adapted trained neural network 
that best predicts the signal power losses during network 
training. The regression function and the training 
performance have eben analyzed using RMSE, MAE, SD 
and r.  

IV.1. Regression Analysis 

The regression function compares the actual output 
with the desired one i.e. the target during MLP-ANN 
training. It returns correlation coefficient between 
measured and predicted data with values closer to +1 
implying closer connection [3]. The error spread at 
various distances during signal propagation from Fig. 
2(a) is seen to be within the range of -10 to +10 and from 
-7 to +7 in Fig. 2(b). This shows a closer relationship 
between measured and predicted data using 30 neurons in 

the hidden layer during MLP-ANN training in 
comparison to training with 10 neurons in the hidden 
layer. From Table I, the regression coefficient of 
correlation is seen to be 0.9120, 0.9447. 0.9533, 0.9464, 
0.9483, and 0.9436 for MLP-ANN training of 10 to 60 
numbers of neurons in the hidden layer. Averagely, the 
regression is close to +1 and it shows a strong connection 
between measured and predicted values on application of 
30 neurons in the hidden layer, since minimal error 
encounter has been recorded. Figs. 2(a) and 2(b) show 
real-time error spread at different distance as the signal 
transmits from BS transmitter to the receiver terminal for 
10 and 30 neurons in the MLP-ANN hidden layer 
respectively.  

 
TABLE I 

1st ORDER STATISTICAL PERFORMANCE INDICES FROM MLP-ANN 
TRAINING FOR LOCATION-1 (TRAINING ALGORITHM - trainbr) 

Hidden layer 
neurons 

Epoch 
no 1000 

Training 
time (s) RMSE MAE SD r 

10 359 7 3.0798 2.4167 1.9091 0.9120 
20 542 159 2.4872 1.8306 1.6837 0.9447 
30 1000 180 2.2669 1.6528 1.5516 0.9533 
40 1000 747 2.4305 1.4819 1.9265 0.9464 
50 1000 780 2.4868 1.4486 1.7214 0.9483 
60 1000 1,200 2.0218 1.2581 1.5827 0.9436 

 

(a) 
 

 
(b) 

 
Figs. 2. Regression error spread in Location-1 at ANN training with (a) 

10 neurons and (b) 30 neurons in the MLP-ANN hidden layer 
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From Figs. 3, the error spread during signal 
propagation at different distances ranges from -13 to +8 
with 10 neurons in the hidden layer of MLP-ANN and –9 
to +11 with 30 neurons in the hidden layer of MLP-ANN 
during network training. This shows greater error in 
comparison to Figs. 2(a) and 2(b) of location-1 as the 
regression or coefficient of correlation is far from +1. 

This phenomenon can be attributed to the 
environmental factors such as multipath mechanism, 
which result in refraction, reflection and scattering of 
propagation signal because of mountains, tall trees, and 
foliage that cover location-2 and obstruct signal 
propagation. The recorded coefficient of correlation 
shows values of 0.7709, 0.8300, 0.8781, 0.8834, 0.8941 
and 0.8991 for different MLP-ANN training with 10 to 
60 numbers of neurons in the hidden layer as shown in 
Table II. 

 

 
(a) 

 

 
(b) 

 
Figs. 3. Regression error spread in Location-2 at ANN training with (a) 

10 neurons, and (b) 30 neurons in the MLP-ANN hidden layer 
 

TABLE II 
1st ORDER STATISTICAL PERFORMANCE INDICES FROM MLP-ANN 

TRAINING FOR LOCATION-2 (TRAINING ALGORITHM-trainbr) 
Hidden layer 

neurons 
Epoch no 

1000 
Training 
time (s) RMSE MAE SD r 

10 240 11 4.2361 3.6466 1.9988 0.7709 
20 500 167 3.9398 2.4966 1.9540 0.8300 
30 991 184 3.5690 2.2636 1.8594 0.8781 
40 995 728 3.1438 1.8211 1.8103 0.8834 
50 995 800 3.0030 1.7805 1.7764 0.8941 
60 1000 1100 2.9413 1.7505 1.6611 0.8991 

These values are farther from +1 compared to the 
values recorded in location-1, thus showing stronger 
disconnection between measured and predicted values.  

IV.2. Training Performance  

The MSE calculates the average of the squares of the 
error during network training and prediction i.e. the 
average squared difference between the measured values 
and the predicted value with values closer to zero being 
better [21]. The MSE for both figures 4(a) and 4(b) is 
approximately 10. Multipath signal propagation 
mechanisms and other factors that cause interferences on 
transmitted signal power, which results, to poor reception 
at the user terminal are seen to be very minimal in Figs. 
4(a) and 4(b) of location-1 in comparison to Figs. 5(a) 
and 5(b) of location-2. The MSE as shown in Figs. 5(a) 
and 5(b) has rapidly increased to approximately 103 with 
MLP-ANN training with 10 neurons and 30 neurons in 
the hidden layer. These show significant difference 
between measured and predicted values and result to 
higher error during electromagnetic signal propagation.  

Table I and Table II clearly show strong disconnection 
in error computations of the 1st order statistical 
performance indices, the RMSE, MAE, SD, r in 
comparison of the two locations, with higher computed 
errors from location-2 demonstrating the effect of 
environmental factors such as mountains, tall trees and 
foliage on electromagnetic signal power propagation 
resulting to huge pathlosses.  

 

 
(a) 

 

 
(b) 

 
Figs. 4. MSE in Location-1 at ANN training with (a) 10 neurons, and 

(b) 30 neurons in the MLP-ANN hidden layer 
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(a) 

 

 
(b) 

 
Figs. 5. MSE in Location-2 at ANN training with (a) 10 neurons, and 

(b) 30 neurons in the MLP-ANN hidden layer 

V. Conclusion and Future 
Recommendations 

This research work has utilized MLP-ANN for 
modeling signal power loss with experimental data 
collected from two different locations in LTE cellular 
network; (i) a metropolitan area with residential and 
commercial buildings and (ii) a rural area with 
mountains, tall trees and foliage. Error analysis from the 
trained data using MLP-ANN has been carried out using 
1st order statistical performance indices: RMSE, MAE, 
SD and r. Location-1 gives minimal training error in 
comparison to location-2 where mountains, trees and 
foliage obstructed signal transmission resulting in signal 
power losses thereby causing higher transmission error. 

This shows the need for proper design and 
optimization during network planning and upgrade in 
scenarios such as location-2 to cater for the stochastic 
nature of propagation environments. For future work, 
broader environments for obtaining experimental data 
will be considered and new modeling methods using 
other ML techniques such as Fuzzy Inference System 
will be employed.  
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Abstract – This paper presents the design and the fabrication of a compact Multiple-Input 

Multiple-Output (MIMO) antenna array with very low mutual coupling, operating in the 2.4 GHz 

band. The compact design is achieved by the introduction of a meander line structure in the 

conventional patch antenna. The reduced mutual coupling of about 52 dB is realized by inserting 

a periodic array of Electromagnetic Band Gap (EBG) elements in the radiating antenna elements. 

A prototype of the proposed antenna array has been manufactured on an FR4 substrate with a 

dielectric constant of 4.4 and a height of 1.6 mm. The excellent agreement between simulated and 

measured data confirms the performance of the proposed antenna array in a MIMO environment. 

This MIMO antenna array has a compact size of 0.40λ0×0.2λ0. For the validation of the results, 

the overall dimensions and the isolation level of the proposed design have been compared with 

designs previously reported in the literature and it has been found out that the proposed design is 

superior in both isolation level and compactness than its counterparts. Copyright © 2020 Praise 

Worthy Prize S.r.l. - All rights reserved. 
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Nomenclature 

DG Diversity Gain 

DGS Defected ground structure 

EBG Electromagnetic Band Gap 

MEG Mean Effective Gain 

MIMO Multiple Input Multiple Output 

TARC Total Active Reflection Coefficient 

R Resistance [Ω] 

L Inductance [H] 

C Capacitance [F] 

S11 Return loss at port 1 [dB] 

S22 Return loss at port 2 [dB] 

S21 Mutual coupling at port 2 [dB] 

S12 Mutual coupling at port 1 [dB] 

λ0 Free space wavelength [m] 

I. Introduction 

Today’s Multiple Input Multiple Output (MIMO) 

wireless communicating devices transmit or receive data 

simultaneously at the same frequency band. However, 

due to the small size of the wireless devices antenna, 

elements in a MIMO array have to be closely spaced.  

This increases the mutual coupling between antenna 

elements leading to a severe reduction in the overall 

efficiency of the individual antenna elements. Isolation 

between elements can be enhanced by decreasing mutual 

coupling between elements in the antenna array by 

employing various diversity techniques [1]. One of these 

techniques is the polarization diversity, where two  

 
elements radiate at orthogonal polarizations with respect 

to each other [2], [3]. The polarization reorients the 

antenna elements in an array and requires an excellent 

polarization match between transmit and receive antenna 

system. In spatial diversity, the separation distance 

between elements is maintained more than half of the 

free space wavelength to achieve desired isolation [1]-

[3]. However, this isolation provided by the diversity 

system comes at the expense of the increased size of the 

antenna array. Many researchers have combined two or 

more diversity techniques in order to achieve good 

isolation. The polarization and the pattern diversity can 

be employed to reduce the mutual coupling between the 

antenna elements as reported in [4]. The combination of 

the diversity techniques makes the system more complex.  

Hence, in order to achieve a compact array design 

researchers have developed various isolation 

enhancements techniques. Defected Ground Structure 

(DGS) is one of the most popular techniques, which 

improve isolation level by intentionally modifying the 

ground plane of microstrip antenna. The current flow in 

the ground plane responsible for coupling between 

adjacent antenna elements sharing a common ground 

plane can be controlled by various shapes and 

dimensions of the defect created in the ground structure.  

In [5], a T-shape DGS structure designed in an 

antenna ground element generates a current opposite to 

the ground current. This results in the cancellation of 

ground current flowing between adjoining antenna ports 

leading to a reduced coupling between the ports. In 

another application reported in [6] an H-shape, DGS is 
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used to reduce the mutual coupling in an antenna array.  

However, the modification of the ground plane may 

disturb the antenna’s radiation pattern resulting in a 

reduced gain. Enhanced isolation is also achieved by 

suppressing the space waves using meta-materials.  

Metamaterials are artificial materials characterized by 

the property of having both negative permittivity and 

permeability. A metamaterial isolator proposed in [7] is 

constructed with a polarization rotator wall placed 

between two dielectric resonator antennas that make the 

antenna to see each other as orthogonal elements in terms 

of mutual coupling. A similar method of introduction of 

metamaterial in an antenna reduces mutual coupling by 

up to 24 dB as reported in [8]. Nevertheless, the 

availability and the cost of metamaterial are serious 

concerns for a researcher in using this technique for 

isolation enhancement. Another approach to reduce the 

mutual coupling of stub loading has been studied by 

many researchers. Shunt open stubs suppress unwanted 

frequency bands by altering the impedance path to make 

the desired frequency pass through and block the other.  

In [9], an F shaped stub designed to reduce the mutual 

coupling between two ultra-wideband MIMO antennas 

acts as a reflector for the radiation waves emitted by both 

the antenna elements towards each other. In the design of 

isolation technique as reported in [10], the flag-shaped 

stub in an antenna array creates an additional coupling 

path between the antenna elements, which cancels the 

effect due to the mutual coupling path between the 

antenna elements. Isolation can be improved by 

introducing open stubs in an antenna system but at the 

expense of increased size and so, the technique is 

suitable for large size wireless. The design of a 

neutralizing line between two radiating elements in an 

array design is another reported mutual coupling 

reduction technique. The neutralization technique of 

isolation enhancement not only helps to enhance the 

isolation between elements but also improves the 

impedance matching at the ports. In [11], the 

neutralization line connecting two patches creates a 

current flow, which is the opposite of the flow of the 

current on the ground plane.  

This results in the cancelation of the ground current 

fields and hence the mutual coupling is suppressed 

between the two radiating patches. The drawback of the 

isolation technique is the increased size and the 

complication of radiation characteristics in an antenna 

system in a wireless device. Another way to reduce the 

mutual coupling in an antenna array is placing shorting 

pins or posts. The shorting pins or posts placed between 

two radiating elements in a microstrip patch antenna 

array can mitigate the current flow between two radiating 

elements. In order to achieve this operation the shorting 

pins or posts are usually located on the coupled edges of 

patch elements. A non-radiating folded shorting strip 

proposed in [12] is connected between each radiating 

element and ground plane. This leads to a reduction of 

the surface current flow between two antenna elements 

and the ground plane. Thus, the folded shorting strip 

makes a current loop and that stops the current flow from 

port 1 to port 2.  

Since the current path is closed between the two ports, 

the mutual coupling decreases drastically. The design 

and the placement of shorting pins /posts in an antenna 

array is a challenge and usually it hampers the impedance 

matching in the original patch design. Recently many of 

the researchers have utilized EBG structure for the 

reduction of mutual coupling. EBG suppresses surface 

waves leading to improved isolation between antenna 

elements in an antenna array for a given band gap. The 

various shapes of the EBG structures have been studied 

by researchers, for example, UC-EBG, star shape EBG, 

and spiral shape EBG [13]. Amongst these, mushroom 

EBG to reduce mutual coupling has been the most 

popular one due to its simplicity in design. An EBG layer 

consisting of the periodic arrangement of single unit 

fractal EBG is studied in [14] leading to the reduction of 

mutual coupling between the radiating patches. The 

isolation enhancement techniques available in the 

literature are compared in Table I. The comparison is 

based on the size requirement for an isolation technique 

that dictates the size of antenna array and isolation level 

offered. The first parameter considered for comparison is 

the isolation level offered by the isolation technique. The 

second parameter considered for comparison between 

different isolation techniques employed in microstrip 

antenna array is the total size of the antenna system itself.  

The size of the antenna array is restricted by the size 

available for an antenna system in a compact wireless 

device.  

Hence this parameter should be addressed by the 

designer while selecting a given isolation technique for a 

compact wireless application. From Table I, it can be 

seen that EBG structures offer a greater increase in 

isolation compared to all the other techniques. However, 

the space required for an EBG structure due to its larger 

size puts a limitation on the design of a compact antenna 

array. The major contributions of this paper include the 

design of a novel meander line structure for 

miniaturization of patch antenna as well as EBG 

structure. The design process is generalized and can be 

applied to design a compact patch antenna at any other 

operating frequency.  

In section II, the design of a compact patch antenna is 

presented. Section III demonstrates the design of a 

compact EBG structure and a compact array with EBG 

structure. The findings are discussed in Section IV.  

Finally, Section V gives the concluding remarks. 

 
TABLE I 

COMPARISON OF ISOLATION ENHANCEMENT TECHNIQUES 

Isolation technique Size of antenna array Isolation level 

Defected Ground 

Structure 
Medium Average 

Stub loading Large Low 

Neutralization  Line Medium Average 

Electromagnetic Band 

Gap 
Large Excellent 

Meta material Smallest Average 

Shorting Pins Small Average 
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II. Design of Compact Patch Antenna 

The design of the compact antenna initiates with the 

design of a conventional rectangular microstrip antenna, 

which is the most popular in literature. The conventional 

patch antenna has overall dimensions of 48 mm×50 mm, 

derived from standard equations in [15]. However, a 

conventional patch antenna proves to be an unsuitable 

candidate for an array element due to its large size. The 

size of a patch antenna limits the maximum spatial 

distance between adjacent elements of an array antenna 

placed in compact wireless devices. The spatial distance 

between two antenna elements is directly proportional to 

mutual coupling; the lower the distance is, the more is 

the mutual coupling [1]. This increased mutual coupling 

results in the degradation of antenna array performance.  

Hence, in order to prove it as a good candidate for 

antenna array, the size of the conventional antenna has to 

be minimized. A compact patch antenna [28]-[30] can be 

achieved by the design of patch antenna with high 

permittivity dielectric substrate [16], cutting a slot in the 

radiating patch [17], or modified ground plane 

(Destructive Ground Surface) [18]. In this work, a novel 

approach of introducing meander line structure in 

conventional microstrip patch antenna is proposed to 

offer a compact patch antenna with half of the 

dimensions of the conventional patch. The proposed 

technique gives rise to the compact antenna with 

dimensions of L=20 mm, W=28 mm, and height H=1.6 

mm for the substrate as depicted in Fig. 1. The patch 

dimensions are optimized to l=16.5 mm, w=20 mm, the 

spacing between meander line arms S=2.25 mm and 

width of meander line arm d=1 mm. When meander line 

slots are cut along the surface of the rectangular patch, 

the electric and magnetic field modifies due to the 

extension of length for the surface current flowing 

around the slots. The current mostly gathers at edges of 

the slots and thus results in the increased current path as 

compared to conventional patch. The resonant frequency 

is a function of surface current length. It is interestingly 

noted that as the length of the current path increases the 

resonant frequency decreases. 
 

 
 

Fig. 1. Proposed patch antenna 

The miniaturization of the conventional patch antenna 

can also be clarified with the help of the equivalent 

circuit diagram depicted in Fig. 2. It presents a broad 

guideline in the design of the compact antenna. The 

equivalent circuit diagram of the proposed patch antenna 

consists of a parallel combination of resistance (R), 

inductance (L) of the conventional patch in series with a 

new inductance (Ln), and capacitance (C) of a 

conventional patch in parallel with new capacitance Cn.  

The new inductance and the capacitance are 

introduced in a conventional circuit due to the meander 

line slot introduced in the conventional patch. This gives 

rise to overall inductance to LT=L+Ln and overall 

capacitance to CT=C+Cn. The value of Ln can be 

computed as Ln=Ls+Lm given in [19]. Ls corresponds to 

self-inductance of a single meander line structure, 

whereas Lm symbolizes mutual inductance between two 

meander line structures. Both the self-inductance and the 

mutual inductance can be computed from the simple 

mathematical expressions readily available in the 

literature [19]. The capacitance Cn between adjoining 

meander line arms can be obtained from the 

mathematical relation between the surface area of 

meander line arm (A), the spacing between adjoining 

meander line arms (S), and the permittivity of the free 

space. Based on the aforementioned findings, some 

sensitive parameters are investigated to tune the 

performance of the proposed compact antenna. The 

variation of the resonant frequency with length l of 

meander line arm is demonstrated in Fig. 3. Whereas, the 

variation of resonant frequency with spacing between 

adjoining meander line arms S is demonstrated in Fig. 4.  

The resonant frequency increases as both the length l 

and spacing s decrease, which verifies the above-

mentioned theoretical analysis of the equivalent circuit 

diagram. Both the parameters are optimized in order to 

yield the operation of the proposed patch antenna at 2.4 

GHz frequency. 
 

 
 

Fig. 2. Equivalent circuit diagram of proposed patch antenna 

 

 
 

Fig. 3. Variation of resonant frequency with length (l) 
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Fig. 4. Variation of resonant frequency with gap (S) 

III. Design of Compact Patch  

Antenna Array 

In the next step, a two-element antenna array etched 

on one end of the FR4 substrate and ground plane on the 

other is presented. The input signal applied to one of the 

elements in the antenna array couples to the adjoining 

element through the presence of a common substrate and 

ground plane.  

The spatial diversity plays a key role in controlling the 

mutual coupling between ports of antenna elements. 

Hence, a trade-off exists between the mutual coupling 

and compact size of the array antenna.  

Thankfully, the novel compact antenna design 

discussed in Section II acts as a decoupling structure.  

The novel antenna itself gives an improvement in the 

mutual coupling of about 20 dB. The mutual coupling is 

further reduced by the introduction of a meander line slot 

EBG layer in the array [20]-[22]. 

III.1. Spatial Diversity For Compact  

Patch Antenna Array 

The meander line slot concentrates the current 

opposite to the plane of the coupled antenna as depicted 

in Fig. 5(b).  

On the contrary, the conventional element antenna 

array reported in [23] concentrates the current on the 

edge near to coupled antenna as demonstrated in Fig. 

5(a), giving rise to higher mutual coupling. This effect is 

examined thoroughly through experimentation as 

depicted in Fig. 6.  

The mutual coupling increases as the separation 

distance between two antenna elements decreases. In 

addition, the mutual coupling is twice greater for antenna 

array of conventional antenna elements than the array of 

the proposed antenna elements for the same separation 

distance, as verified from the results seen in Fig. 6. The 

spatial separation for the proposed antenna array is 

optimized to a one-tenth value of lambda, portraying a 

compact size antenna array of the dimensions of 

50mm×28 mm. 

 
(a) 

 

 
(b) 

 

Figs. 5. (a) Current distribution for conventional array  

(b) Current distribution for proposed antenna array 

 

 
 

Fig. 6. Mutual coupling variation with spatial separation 

III.2. Design of Compact EBG Structure 

Based on the abovementioned consideration, a 

compact electromagnetic band gap structure is 

investigated thoroughly and designed to reduce the 

mutual coupling. The EBG structure outperforms its 

counterparts in mutual coupling reduction between 

antenna array elements as discussed in section I.  

However, the size of a single unit of conventional 

EBG cell is quite large and makes it unfit for compact 

devices. A single unit cell of a conventional EBG 

consists of a dielectric substrate sandwiched between a 

metallic patch and ground as depicted in Fig. 7(a). A 

connecting via is drilled to connect the patch and the 

ground plane. The single unit of conventional EBG is 

designed with commercially available substrate FR4. The 

length LE and the width WE of the unit cell of 

conventional EBG is obtained from equation (1).  
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(a) 

 

 
(b) 

 

Figs. 7. (a) Conventional mushroom EBG  

(b) Proposed meander line slot EBG 

 

Whereas, connecting via diameter dE is calculated 

from equation (2): 

 

 00.12E EL W    (1) 

 

where λ0 is the free space wavelength determined for the 

given band gap frequency for an EBG element: 

 

 02 0.005Ed    (2) 

 

The current in a single unit of EBG is initially induced 

in the metallic patch. Then it flows to the other units 

present in a layer prearranged in a periodic manner. The 

current is passed to the round element through a 

connecting patch via and the ground. The outcome of this 

cumulative action leads to a buildup of charge in the 

EBG layer. The stop band frequency fb is controlled by 

this equivalent capacitance Ce and the equivalent 

inductance Le and is given as: 

   

 
 

1
b

e e

f
L C




 (3) 

 

The equivalent inductance Le is controlled by the 

inductance created due to the connected via between the 

patch element and the ground. The charge accumulated 

in the dielectric, patch, and ground controls the 

equivalent capacitor Ce.  

One potential way to reduce the size of the 

conventional EBG is to increase its equivalent inductance 

or capacitance as indicated by equation (1). The band 

stop frequency of an EBG can be controlled by 

controlling the value of Le and Ce.  

This, in turn, will enable the designer to control 

dimensions of a unit cell of EBG as directed by equation 

(3). Based on the discussion, the design of a meander line 

slot EBG, half the dimensions of conventional EBG is 

presented in Fig. 7(b).  

Thus, the proposed compact EBG enables the 

inclusion of a double number of EBG elements in the 

same space occupied by conventional EBG elements.  

The dimensions of the meander line slot EBG depicted 

in Fig. 7(b) are optimized using EM simulation software 

HFSS. In order to verify further the stop band ability of 

proposed EBG structure, a very powerful analysis tool 

named dispersion diagram is used [24]. Dispersion 

diagram makes use of the brillouin diagram to derive the 

stop-band in a periodic EBG layer. The brillouin diagram 

was computed with the eigen mode solver within the 

Ansoft High Frequency Structure Simulator (HFSS™) 

software. The dispersion diagram of the proposed 

meander line slot EBG is depicted in Fig. 8, computed 

along the edges of the irreducible brillouin zone. The 

diagram reveals the presence of stop band at 2.4 GHz 

band. 

III.3. Compact Antenna Array with Meander Line  

EBG Structure 

An EBG layer with 3 EBG elements as seen in Fig. 

9(a) is etched at the midpoint of spacing between antenna 

elements. The proposed EBG structure occupies a very 

little area compared to its counterparts. The gap between 

two adjoining EBG elements is optimized to 0.5 mm.  

The EBG layer serves as a stop band to the inter port 

coupling between the two antenna elements of the array. 

This results in the mutual coupling reduction of about 10 

dB giving rise to an overall mutual coupling value less 

than 55 dB as depicted in Fig. 9(b). 
 

 
 

Fig. 8. Dispersion diagram for meander line slot EBG 
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(a) 

 

 
(b) 

 

Figs. 9. (a) Compact array with meander line slot EBG (b) Comparison 

of mutual coupling with  meander line embedded antenna array 

IV. Results and Discussions 

IV.1. Reflection Coefficient (S11) 

An excellent agreement between the theoretical and 

the practical investigations carried out on the proposed 

antenna provides a deep insight into the functioning of 

the proposed compact antenna. A model of the proposed 

compact antenna has been fabricated on an FR4 substrate 

with a thickness of 1.6 mm and a relative permittivity of 

4.4. The top view of the manufactured structure is shown 

in Fig. 10(a).  

The performance of the prototype is validated by 

testing it with a 2-port Rhode and Schwartz Vector 

Network Analyzer. The simulated reflection coefficient 

(S11) is acquired from ANSYS HFSS simulation 

software.  

The reflection coefficient parameter derived from the 

simulation of the antenna and the ones measured from 

the test are plotted in Fig. 10(b). The results confirm that 

the simulated reflection coefficient is lower than 10 dB in 

the desired band. The measured data shows a good 

agreement with the simulated one. The manufactured 

prototype is of half the dimensions of the conventional 

patch antenna. Nevertheless, a modest difference in 

simulated and measured results is observed due to the 

manufacturing defects. 

 
(a) 

 

 
(b) 

 

Figs. 10. (a) Top view of prototype of compact patch antenna (b) 

Comparison of simulated and measured reflection coefficient 

IV.2. Mutual Coupling 

The introduction of meander line slot EBG results in 

the enhancement of isolation between port 1 and 2 of the 

antenna array.  

For the experimental validation of the simulated 

results as showcased in section III, an antenna array with 

meander line slot EBG structure has been fabricated as 

seen in Fig. 11(a) and it has been also tested with a two-

port vector network analyzer. The comparison of 

measured and simulated scattering parameters is depicted 

in Fig. 11(b). It is observed that isolation between ports 

is well below 52 dB by measurement and 55 dB by 

simulation. A slight variation of the measured result is 

seen compared to simulated ones. This variation can be 

accepted within the tolerance value. 

IV.3. Envelope Correlation Coefficient (ECC) 

The Envelope Correlation Coefficient (ECC) plays a 

very significant role in determining the diversity 

performance of the MIMO antenna array. The 

satisfactory limit of ECC for excellent diversity 

performance is below 0.5. The ECC value is derived 

from the measured S-parameters by the following 

equation (4): 
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 (4) 

 

where S11 and S22 are return loss values for port one 

and port two respectively, while S21 and S12 denote the 

inter port coupling of the array antenna. The ECC value 

calculated from the measured S parameters is depicted in 

Fig. 12. The value of ECC in the frequency range of 

operation is lower than 0.19. This ensures an efficient 

performance of the proposed array. 

 

 
(a) 

 

 
(b) 

 

Figs. 11. (a) Top view of prototype of compact patch antenna array (b) 

comparison of simulated and measured mutual coupling 

 

 
 

Fig. 12. Variation of measured value of ECC with frequency 

IV.4. Total Active Reflection Coefficient (TARC) 

TARC is a measurement of both isolation and 

diversity performance of a MIMO antenna array. It is 

derived from total reflected power and total incident 

power.  

TARC value is obtained from measured S parameters.  

The average TARC value derived from measured 

scattering parameters is shown in Fig. 13. It is well 

below the threshold value of 30 dB that ensures a good 

MIMO performance. 
 

 
 

Fig. 13. Variation of measured average TARC with frequency 

IV.5. Diversity Gains (DG) and Mean  

Effective Gain (MEG) 

Diversity gain is one of the most important parameters 

for verification of diversity performance of MIMO 

antenna array and it is given as: 

 

 
2

10 1 0.99DG ECC     (5) 

 

Its maximum value obtained for a practical MIMO 

antenna array is 10 dB. The proposed antenna array 

displays a DG value of 9.9 dB from simulation and 9.8 

dB from measured results as demonstrated in Fig. 14.  

MEG is again a crucial parameter for assessing the 

diversity performance of the MIMO antenna array. It is 

typically defined relative to an isotropic antenna.  

Mathematically, it is given as: 

 

 
2

0.5 1  
N

i ij

j

MEG S
 
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 
 

  (6) 

 

where i represents port at which MEG is measured and N 

the number of the antenna elements. The ideal ratio of 

mean effective gain calculated for antenna element 1 and 

antenna element 2 of the two-element antenna array is 

unity.  

The calculated ratio 𝑀𝐸𝐺1/𝑀𝐸𝐺2 or the proposed 

two-element antenna array is 0.97 from measured data 

and 0.98 from simulated data. 
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Fig. 14. Variation of DG with frequency 

IV.6. Radiation Pattern 

The individual antenna element in a proposed array is 

designed to exhibit a broadside radiation pattern. Fig. 

15(a) and Fig. 15(b) show the simulated gain pattern, 

which changes with θ from 0° to 360° both on the φ=0° 

(E Plane) and φ=90° (H plane). The nature of the 

radiation pattern in the E-plane is directed in a broadside 

direction. The radiation plot in Fig. 15(a) is plotted for 

the antenna without the insertion of the EBG array in the 

antenna elements. Whereas, the radiation plot in Fig. 

15(b) is plotted for the antenna with the insertion of EBG 

array. The radiation with EBG shows an improved co-

polarized pattern due to a reduction in mutual coupling. 

Due to the symmetry property of the antenna at the other 

port exhibits similar radiation patterns.  
 

 
(a) 

 

 
(b) 

 

Figs. 15. (a) Radiation pattern without EBG 

(b) Radiation pattern with EBG 

For the validation of the results, a comparison of the 

proposed design results and previous design found in 

literature has been done and findings have been tabulated 

in Table II. The value of ʎ0 is calculated from the 

lowermost operating frequency to incase of the 

multiband antenna. As seen from the comparison in 

Table II, the proposed design offers high isolation and 

compact design compared to the conventional design and 

other designs reported in the literature. The meander line 

structure gives a complete solution for both the design of 

compact patch antenna element and compact EBG 

structures providing a compact high isolation antenna 

array. The design process is simple, generalized and it is 

easily possible for an antenna designer to replicate the 

design of the proposed antenna array for any operating 

frequency for a given application. 

 
TABLE II 

COMPARISON OF THE PROPOSED DESIGN RESULTS 

WITH PREVIOUS DESIGNS 

References 
Size of antenna 

array(λ0) 
Design process 

Isolation level 

in dB 

Conventional 

design [23] 
0.73λ0×0.40λ0 Simple 32 

[25] 1.41λ0×0.67λ0 Complex 50 

[26] 0.73λ0×0.40λ0 Complex 30 

[27] 0.48λ0×0.36λ0 Complex 30 

Proposed design 0.40λ0×0.2λ0 Simple 52 

V. Conclusion 

A compact MIMO antenna array for 2.4 GHz band is 

designed and tested against various parameters for the 

certainty of its performance in a MIMO environment.  

The introduction of a novel meander line structure 

results in a compact antenna array. The proposed antenna 

array has the advantages of lower cost, ease in 

manufacture, compact size, and high isolation.  

Consequently, the proposed design is a good candidate 

for compact wireless devices working in a MIMO 

environment and it outperforms its counterparts. 
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Network Lifetime Evaluation in Heterogeneous WSN 
with Different Node Placement Distributions 

 
 

Yousef Jaradat1, Mohammad Masoud2, Dema Zeidan3 
 
 
Abstract – In this paper, the effect of different node placement strategies on maximizing the 
lifetime of heterogeneous wireless sensor network is investigated. Normal, exponential, and 
uniform node placement distributions are utilized. Maximum likelihood estimation technique and 
the locations of nodes with uniform distribution are utilized to estimate the defining parameters of 
the normal and the exponential distributions. Stable Election Protocol (SEP) and LEACH 
protocols are used to evaluate the performance of different node location distributions in terms of 
stability and instability periods, network lifetime and throughput. It has been noticed that different 
node distributions have almost the same stable and unstable regions in SEP protocol with the 
same heterogeneity parameters. Moreover, an improvement of 25% in stability region is noticed in 
SEP protocol with uniform and normal distributions compared to LEACH protocol with the same 
heterogeneity parameters. Likewise, an improvement of 30% is noticed in stability region of the 
exponential distribution compared to LEACH protocol with the same heterogeneity parameters. It 
has been also shown that normal distribution has a slightly larger throughput compared to the 
uniform and exponential distributions. Copyright © 2020 Praise Worthy Prize S.r.l. - All rights 
reserved. 
 
Keywords: Wireless Sensors Networks (WSN), SEP, MLE, Heterogeneous WSN 
 

 

Nomenclature 
Enormal Energy in a normal node 
Eadvance Energy in an advance node 
Enet Net energy in the heterogeneous network 
Eo Initial energy storage of a node 
Eelec Energy consumed by the RF circuitry per 

bit 
ETX Total energy consumed by the TX 
ETX-elec Energy consumed by the TX for k bits 
ETX-amp Energy consumed by the TX amplifier 
ERX Total energy consumed by the receiver 
ERX-elec Energy consumed by the receiver circuitry 
n Total number of nodes in the network 
m A percentage of advance nodes 
α % of extra energy in the advance nodes 
µ Mean of the nodes location 
k Number of bits in a packet 
εfs Free space amplification model 
εmp Multipath amplification model 
do Threshold distance to switch between free 

space and multipath models 
HO-WSN Homogeneous WSN 
HE-WSN Heterogeneous WSN 
SEP Stable Election Protocol 
LEACH Low Energy Adaptive Clustering 

Hierarchy 
CH Cluster Head 
MN Member Node 

I. Introduction 
Wireless Sensor Network (WSN) is a network of 

small battery-powered sensor nodes [1]. Typical sensor 
nodes are deployed randomly and uniformly in a target 
field. The purpose of sensor nodes is to sense the region 
in which they have been deployed. Moreover, the sensed 
data is processed locally and transmitted to centralized 
processing node usually called the sink or the Base 
Station (BS). Data communication is one of the major 
functions done by a sensor node. Usually, data 
communication consumes a huge amount of energy 
compared to other tasks done by a sensor node [2].  

However, the design of WSN communication 
protocols and applications should be energy-aware and 
efficient in order to extend the life span of the network 
since the replacement of energy sources in these nodes 
are hard and sometimes impossible once they have 
deployed. WSNs are used everywhere these days. They 
can be used in industry, agriculture, cities, homes, mines, 
commerce, military, and a collection of monitoring 
applications [3], [22], [23]. WSN nodes are deployed 
usually in large-scale depending on the application of 
interest [4].  

Clustering algorithms are used intensively in routing 
data to the sink node [5] [18]-[21]. The importance of 
clustering algorithms in WSNs stems from the fact that 
they are energy efficient and as a result prolonging the 
lifetime of the network by balancing energy expenditure 
across network sensor nodes. The basic operation of 

https://doi.org/10.15866/irecap.v10i3.18580
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clustering protocols is to divide sensor nodes into 
clusters. Every cluster consists of a number of Member 
Nodes (MN) and a Cluster Head (CH). MNs send their 
data to their corresponding CH, which, in turns 
aggregates, compresses and transmits data to the BS 
directly or through multi-hop approach [6]. The 
formation of clusters and the election process of CH are 
done continuously in protocol rounds. All the nodes 
become CHs in different rounds to balance energies 
among them in order to prevent quick nodes’ death. An 
epoch is defined as the sequence of rounds in which all 
the network nodes serve as CHs. In this way, energy 
expenditure is distributed equally among different epochs 
and as a result, network lifetime is prolonged. Low 
Energy Adaptive Clustering Hierarchy (LEACH) [7] and 
Stable Election Protocol (SEP) [8] are typical examples 
of clustering algorithms. Two types of WSNs are usually 
studied: Homogeneous and heterogeneous. In 
homogeneous WSN (HO-WSN), sensor nodes are 
identical in their structure, sensors, computation, and 
energy [9]. In heterogeneous WSN (HE-WSN), nodes 
have different capabilities, structure, computation, and 
energy [8]. In this paper, heterogeneity is limited to the 
energy source. A percentage of nodes (m) are supplied 
with more energy than other ones. Nodes with more 
energy than others are referred to as advanced nodes; 
other nodes are referred to as normal nodes. In many 
research studies, nodes’ locations are distributed 
uniformly in HO-WSN or HE-WSN [10], [11]. No 
location is preferred than another. All the locations in the 
network field are likely to have a sensor node. In some 
network settings, nodes are distributed according to other 
distributions. This mainly depends on the application of 
WSN, terrain of the field and the required quality of 
service. In this paper, normal and exponential node 
distributions a long with the uniform distribution are 
used to study the impact of different node distributions 
on energy expenditure, network lifetime of HE-WSNs.  

The rest of the paper is organized as the follows. 
Related work is overviewed in Section II. Models and 
assumptions are described in Section III. Section IV 
provides simulation settings and results. Finally, this 
research is concluded in Section V. 

II. Related Work 
A number of research studies have been conducted 

regarding node deployment strategies in WSN 
environment. The authors in [12] have studied 
maximization of WSN lifetime per unit cost; this metric 
is defined as the network lifespan divided by the number 
of nodes in the network. The authors in [13] have 
formulated a nonlinear optimization problem in order to 
determine the optimal nodes’ distributions for efficient 
energy utilization. The authors in [14] have showed that 
in tough-terrain fields the probabilistic distribution of 
nodes has performed better than the uniform distribution 
in terms of intrusion detection, network lifetime, and 
routing protocol stability. In [15] the authors have proved 

mathematically that normal distribution of sensor nodes 
improves intrusion detection probability for a target field.  

The authors in [16] have carried out a comparative 
simulation-based study for node deployment strategies 
using mixed, uniform and normal distributions. Their 
findings have indicated that normal placement of nodes 
outperforms other node placement strategies in terms of 
average hop count, intrusion detection and protocol 
control bits count. On the other hand, mixed node 
distribution has showed better results in reducing end-to-
end packet delay compared to other distributions. In [17], 
the author has showed that energy efficient routing 
protocols for maximizing the lifetime of WSN are 
improved utilizing node distributions following normal, 
Poisson, Chi-squared and uniform distributions. The 
authors in [18] have proposed a novel Harmony Memory 
Search based Energy Efficient Clustering (HMS-EEC) 
technique to improve the energy utilization in WSN 
network. In this scheme, CH is elected based on the 
distance and the delay time of the nodes. HMS-EEC 
results have showed a great improvement compared to 
other clustering techniques in terms of network lifetime 
and stability region. In [19], the authors have proposed 
two energy-efficient techniques for data transmission 
between CHs and the BS and the energy consumed 
during this operation. In the first scheme, CHs send their 
data to the BS through a middle sensor, namely, anchor.  

In the other scheme, CHs send their data through 
multiple anchors. Their simulation experiments have 
showed a huge improvement in energy utilization in 
WSN. In [20], the authors have studied the impact of 
different node distributions on energy consumption in 
WSN. It has been shown that normal placement 
distribution outperforms uniform and exponential node 
distribution in terms of energy expenditure and 
throughput. In this work, the authors extend the work 
done in [20] by applying different node distributions in 
HE-WSN settings. 

III. WSN Settings and Assumptions  
The following models are assumed in this paper. The 

energy model is the same one used in [10]. 

III.1. SEP: Heterogeneous-Aware Clustering Protocol  

Stable Election Protocol (SEP) [8] is a well-known 
clustering algorithm used specifically for HE-WSN.  

Heterogeneity in energy capabilities introduces the 
problem of speed death of the network. The basic 
operation of the SEP protocol is to utilize the 
heterogeneity in energy storage of sensor nodes in order 
to prolong the lifetime of the WSN. In SEP, sensor nodes 
are divided into two categories: advanced and normal 
nodes. The advanced nodes represent a fraction (m) of 
the total number of nodes that have more energy (α) than 
the other normal nodes. If a normal node has a basic 
energy storage of Eo then an advance node will have 
(1+α)Eo. The total energy in the HE-WSN is given by: 
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௡௘௧ܧ = ݉ × ݊ × ௔ௗ௩௔௡௖௘ܧ + (1 −݉)݊ × ௡௢௥௠௔௟ܧ
= ݉ × ݊ × ௢ܧ × (1 + (ߙ
+ (1 −݉)݊ × ௢ܧ = ݊ × ௢(1ܧ +  (ߙ

(1)

 
SEP utilizes the advanced nodes as CHs more than 

normal nodes in the same extended epoch compared to 
an epoch in HO-WSN. SEP divides a protocol extended 
epoch into h sub-epochs. Normal nodes are elected once 
in a protocol extended epoch while advanced nodes are 
elected h times. In this way, network energy expenditure 
is distributed efficiently by the nodes and the network 
lifetime is extended. 

III.2. Node Distributions Parameters Estimation 

This study utilizes three different node distributions in 
a network field, namely, uniform, normal, and 
exponential. The problem with distributions besides the 
uniform distribution is the particular distribution defining 
parameters. A solution to this problem is to utilize the 
Maximum Likelihood Estimation (MLE) technique. In 
this approach, nodes’ locations are generated by the 
uniform distribution as all the information required by 
the distribution is provided, the information include the 
number of nodes and the dimensions of the network area. 
MLE utilizes the location information of the nodes 
provided by the uniform distribution and estimates the 
necessary parameters for the other two distributions.  

Table I shows the necessary defining parameters 
required by the normal and exponential distributions. 
[18] provides a complete derivation of these parameters.  

xi represents a random variable of node’s positions. 

III.3. Node Energy Communication Model 

The main energy source of a sensor node is the 
battery. A node with more energy lives more compared 
to a node with less energy. HE-WSN lifetime depends 
mostly on the nodes’ energies and the communication 
protocol used. A typical first order communication model 
used in HE-WSN is provided by Fig. 1 [20]. 

 

 
 

Fig. 1. Node communication model 

TABLE I 
ESTIMATED DISTRIBUTION PARAMETERS 

Distribution Parameter 1 Parameter 2 

Normal μ = ݔ =
1
݊
෍ ௜ݔ

௡

௜ୀଵ
ଶߪ  =

1
݊
	෍ ௜ݔ) − ଶ(ݔ

௡

௜ୀଵ
 

Expoenential ߣ =
݊

∑ ௜௡ݔ
௜ୀଵ

 - 

 
Fig. 1 shows a typical transceiver deployed in a sensor 

node. The transmitter side (TX) on one node 
communicates with the receiver side (RX) on the other 
node. The consumed energy depends on the distance 
between the two nodes (d) and the size of the transmitted 
data packet (k). Energy expended by the transmitter to 
processes and sense k-bit packet is given by: 

 
(݀,݇)௑்ܧ = ௑்ܧ − ݈݁݁ܿ(݇) + ௑்ܧ − (2) (݀,݇)݌݉ܽ
 

௑்ܧ − ݈݁݁ܿ(݇) = ݇ × ௘௟௘௖ (3)ܧ
 

௑்ܧ − (݀,݇)݌݉ܽ = 	 ቊ
݀	if			௙௦݀ଶ,ߝ	݇ < ݀଴
݀	if			௠௣݀ସ,ߝ	݇ ≥ ݀଴

 (4)

 
where Eelec represents the energy expended by RF circuit 
in joules/bit for operating the RX or the TX circuits of 
the model. εfs and εmp represent the free-space and 
multiple-path amplification models. d0 represents the 
threshold distance by which a node toggles between the 
free-space and multiple-path models. d0 is computed 
using the formula ݀଴ = ඥߝ௙௦ ⁄௠௣ߝ  [7]. On receiving a k-
bit packet, a node will expend: 
 

(݇)ோ௑ܧ = 	 ோ௑ܧ − ݈݁݁ܿ(݇) = ݇ × ௘௟௘௖ (5)ܧ
 
Local computation of s signals in a CH with k-bit 

length will consume: 
 

஽஺ି௧௢௧ܧ = ݏ	 × ݇ × ஽஺ (6)ܧ
 

where EDA represents the energy dissipated by 
aggregating one bit per signal. 

IV. Performance Evaluation 
In this section, the performance measure metrics will 

be explained, and then network settings and simulation 
results are analyzed. 

IV.1. Performance Metrics 

In this section, the metrics used to evaluate the 
performance of HE-WSN with different node 
distributions are defined. These metrics are also used in 
[8]: 
 Stability and Instability Periods: Stability period or 

region represents the time interval until the death of 
the first node, while the instability period (unstable 
region) represents the time interval from the death of 
the first node to the death of the last node; 



 
Y. Jaradat, M. Masoud, D. Zeidan 

Copyright © 2020 Praise Worthy Prize S.r.l. - All rights reserved  Int. Journal on Communications Antenna and Propagation, Vol. 10, N. 3 

195 

 Network lifetime: represents the time interval from 
the start operation of the WSN to the death of the last 
node; 

 Network throughput: represents the total number of 
data packets reached the BS from the network CHs. 

IV.2. Simulation Settings 

Clustered HE-WSN is simulated in a region with 
dimensions 100 m×100 m. Nodes are distributed 
according to three distributions, uniform, normal, and 
exponential.  

The total number of nodes is 100. Nodes come into 
two flavors, normal and advanced. MLE techniques are 
used to compute the defining parameters of the normal 
and exponential distributions by utilizing the locations 
information of the uniformly distributed network nodes 
as shown above. MATLAB software is used to program 
the SEP protocol with the corresponding node 
distributions and network settings. Table II shows the 
parameter settings used in the simulation. 

IV.3. Simulation Results 

Fig. 2 shows the number of alive nodes in LEACH 
based scenario for two cases.  

The first case is the plain case in which m=0 and α=0, 
the second one is when m=0.2 and α=3. It is known that 
LEACH protocol is used in HO-WSN and it is 
heterogeneous-oblivious protocol. In the first case, node 
distributions have no great effect on the stability region 
since the time it has taken for the First Node to Die 
(FND) is almost the same.  

In the second case, LEACH takes advantage of the 
presence of advanced nodes as the FND for all the node 
distributions increased significantly (longer stable 
region). The Network Lifetime (NLT) is also increased 
as the round of the Last Node to Die (LND) is also 
increased. Fig. 3 shows a comparison of SEP protocol for 
different node distributions. The simulation is done for 
two scenarios. 

 

 
 

Fig. 2. No. of alive nodes using LEACH protocol 

TABLE II 
NETWORK PARAMETERS SETTINGS 

Parameter Value 
Node energy 0.5 J 

Eelec 50 nJ/bit 
EDA 5 pJ/bit 
εfs 10 pJ/bit/m2 
εmp 0.0013 pJ/bit/m4 
k 4000 bits 

Number of nodes (N) 100 
% of cluster heads (P) 0.1 

Rounds 8 k and 10 k 
 

In the first scenario, the heterogeneity factors are 
m=0.2 and α=1. In the second scenario, the 
heterogeneity factors are m=0.2 and α=3. It is noticed 
that the node distributions have small effect in extending 
the stability region of the HE-WSN. Uniform node 
distribution has the longest stable region compared to the 
other distributions. In the second scenario, more energy 
is pumped into the advanced nodes, and as a result, the 
stability region has increased for all the node 
distributions with advantage of the uniform node 
distribution. Figs. 4 compare the performance of SEP to 
LEACH with the same heterogeneity factors m and α and 
LEACH where the extra energy of the advanced nodes is 
distributed uniformly over all WSN nodes; in this case it 
is referred to as FAIR protocol. In all the cases of 
different node distributions, SEP take full advantage of 
the extra advanced nodes energies. The stable region in 
uniform and normal cases has increased by 25% and the 
exponential case by 30% compared to the LEACH with 
the same heterogeneity factors. The unstable region in 
SEP is shorter compared to the LEACH for all the node 
distributions. Figs. 5 show the network throughput 
received by the BS over the course of the network 
lifetime. It can be seen clearly that the SEP protocol 
throughput is significantly larger than LEACH in all the 
cases of different node distributions as shown in sub-
figures 5(a)-(c). This is because SEP will guarantee more 
CHs in more rounds compared to the LEACH protocol.  

This implies more data reports will be send to the BS.  
In subfigure 5(d), the network throughput for different 

node distribution using SEP protocol is shown. 
 

 
 

Fig. 3. No. of alive nodes using SEP protocol 
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(a) Alive nodes per round - uniform dist. 

 

 
(b) Alive nodes per round - normal dist. 

 

 
(c) Alive nodes per round - exponential dist. 

 
Figs. 4. Different Node distributions 

 
It can be seen that the normal distribution has the 

largest throughput over the course of the network 
lifetime. The reason for that is the distances of the nodes 
(normal and advanced) to the BS is smaller compared to 
the other distributions, which mean less energy is 
expended in data transmissions compared to the other 
distributions. The other reason is that in normal 
distribution CHs are always there during the rounds of 
the protocols, which imply data packets are always 
reported to the BS compared to the other distributions. 

 
(a) Throughput - uniform dist. 

 

 
(b) Throughput - normal dist. 

 

 
(c) Throughput - exponential dist 

 

 
(d) Throughput - All distributions 

 
Figs. 5. Network throughput 
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V. Conclusion 
In this paper, the impact of different node distributions 

on the lifetime of heterogeneous WSN is studied. Three 
different node distributions are used: uniform, normal 
and exponential. The parameters of the normal and 
exponential distributions are computed using the 
maximum likelihood estimation principle. SEP and 
LEACH protocols are utilized in this study. SEP protocol 
is used in HE-WSN while LEACH protocol is used 
mainly in HO-WSN. Stability and instability periods 
along with the network lifetime are utilized as metrics for 
evaluating the performance of SEP and LEACH in HE-
WSN. It has been noticed that node distributions have 
small effect on the stability regions of heterogeneous-
aware (SEP) protocol and heterogeneous-oblivious 
(LEACH) protocol. In all the different node distributions, 
SEP protocol outperforms LEACH with the same 
heterogeneity factors in terms of stability and unstable 
regions. In throughput analysis, normal distribution 
shows slightly greater number of data reports compared 
to the uniform and exponential distributions. In future 
study, the impact of different node distributions on three-
dimensional network settings will be investigated a long 
with the optimal BS location for minimum energy 
consumption and maximum network lifetime. 
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Abstract – In this paper, a novel dispensed energy-efficient clustering strategy for heterogeneous 
wireless sensor network with fresh cooperative protocol is suggested and assessed. The cluster-
heads are chosen by a likelihood issued from the ratio between cooperative energy picks and both 
Channel State Knowledge (CSK) and Residual Energy Knowledge (REK) consideration of node 
and the average energy of the network. Matching energy dissipation of Bluetooth low energy, 
ZigBee and ANT protocols are supplied, in which a particular scope low power wireless sensor 
node periodically transmits a data packet to base station. Various tests are carried out to test the 
performance of the CC 2520, CC 2540 and CC 2570 modules. The average network lifetime, the 
throughput and the packet size calculations are described. It is supposed that the differentiation 
offered in this paper would interest implementation engineers in choosing a proper protocol. 
Copyright © 2020 Praise Worthy Prize S.r.l. - All rights reserved. 
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I. Introduction 

Sensor networks consist of hundreds to thousands 
sensing nodes. It is eligible to produce these nodes as 
inexpensive and energy-efficient as conceivable and base 
on their massive figures to get raise form outcomes.  

Network protocols should be prepared to attain error 
allowance in the existence of single node disability while 
decreasing energy dissipation of the network.  Since the 
fixed wireless channel bandwidth should be participated 
through all the sensors in the network, routing protocols 
should be fit to make domestic cooperation in order to 
decrease bandwidth demands. The noticed data in the 
network should be sent to the monitor fusion, where the 
termination employee can reach the data. There are 
numerous probable patterns for sensor networks.  

Wireless sensor networks are utilized for a diversity of 
functions like detection, localization and routing targets 
of intension [1]-[21]. A precise estimate of the source 
position can be gained by employing the energy 
information's of the sensors [1]. Clustering [2], [3] is one 
of the succeeded methods applied for  improving  the 
lifetime of WSN where the target   zone is sectioned into 
sub areas, called clusters. Every cluster has a Cluster 
Head (CH), which is in charge of data gathering from 
sensor nodes within its cluster and transmission to the BS 
charge of data gathering from sensor nodes within its 
cluster and transmission to the BS. In [4], a new protocol 
that aims to enhance the network lifetime by reducing the 
per node energy consumption and to maintain balance 
between energy consumption and energy disparity is 
proposed. In [5], the challenges and the limitations of 
WSNs in the agriculture domain are explored and several 
power reduction and agricultural management techniques  

 
for long term monitoring are highlighted.  These 
approaches may also increase the number of 
opportunities for processing Internet of Things (IOT) 
data. The choice of CHs and CH to subscriber ratio is 
significant, when to spin the current CH and by whom is 
another interest. LEACH Protocol, a clustering formed 
protocol that reduces energy wasting in sensor networks, 
has been progressed [6], [7]. LEACH exceeds traditional 
clustering algorithms by employing fit clusters and 
revolving cluster heads, allowing the energy demands of 
the device to be dispensed through all the sensors.  

Almost of the systematic conclusions for LEACH-
type, platforms are gained, supposing that the nodes in 
the network are provided with the identical amount of 
energy as in the case of homogenous sensor networks. 
Since the lifetime of sensor networks is ended, there is a 
requirement to stimulate the sensor network by inserting 
more nodes. They will be supplied with more energy than 
the nodes that are formerly employed, causing 
heterogeneity in the network in terms of node energy. In 
[8], a multi hop protocol for WPANs, a cost function 
computed relying on residual energy of sensor nodes and 
their location from BS has been designed. In [9], 
proposed a modified energy efficient protocol has been 
proposed. It joins the scheme of clustering and multi hop 
communication. In [10], novel clustering protocol called 
EE heterogeneous LEACH protocol has been presented.  

The aim of this paper is to foster the CH chosen 
scheme. CH is chosen in each cluster based on the best 
channel and residual energy. In [11], a novel clustering 
established b protocol for heterogeneous WSNs has been 
presented. The proposed protocol upgrades energy 
efficiency of the network and expands the network 
lifetime. In [12], two energy-efficient techniques that 
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TABLE I 
COMPARISON OF THE ANT, BLUETOOTH AND ZIGBEE 

Transceiver ANT Bluetooth ZigBee 
Chipset CC 2520 CC 2540 CC 2570 

Rx sensitivity -85.8 dBm -93 dBm -98 dBm 
TX Power 4 dBm 4 dBm 4 dBm 

BR 250 kb/s 250 kb/s 250 kb/s 
Size of the packet 4000 bit 4000 bit 4000 bit 
Area of simulation 100×100 100×100 100×100 

Initial energy of 
node 0.05 J 0.05 J 0.05 J 

ETX-Amp 0.01×10-6 J/b 0.01×10-6 J/b 0.01×10-6 J/b 

ε multi-path 2.17×10-15 
J/b/m4 3.95×10-16 J/b/m4 1.25×10-16 J/b/m4 

Range (meters) 1-100 m 1-10 m 1-100 m 
Frequency band 2.4 GHz 2.4 GHz 2.4 GHz 

IEEE 
Specification 802.15.4 802.15.1 802.15.4 

EDA 5 nJ 5 nJ 5 nJ 
N0 -40 dBm -40 dBm -40 dBm 

BER 10-3 10-3 10-3 
η 1 1 1 
α 2 2 2 

Pmax 0.2 0.2 0.2 
Number of node 100 100 100 

Type of 
modulation BPSK BPSK BPSK 

Ec 2×10-4 2×10-4 2×10-4 
Ecs 2×10-4 2×10-4 2×10-4 
Ees 10-4 10-4 10-4 
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where formula (6) is the probability of cooperative nodes, 
Ecop is the cooperative energy and will be calculated as 
shown in equation (9), and Eav represents the average 
energy of network. The source and the relay are chosen 
as below: 
1. BS initially, transmit demand to transmit (DTT) 

packet, if the clear to transmit (CTT) packet is truly 
received by BS and if assistant prepared to transmit 
(ATT) packet is collected  then BS will get in the 
cooperative phase, and receives packets transmitted 
from source and relay sensor nodes without errors. 
Else, it will receive a data packet from the source 
node in non-cooperative process. It is supposed that 
the transmission power of control packets such as 
DTT, ATT and CTT is specified; 

2. All the sensor nodes in the network monitor for DTT, 
CTT and ATT transmit by BS, when the sensor node 
receives the DTT packet, it will assess the variance of 
the channel; 

3. After relay node has picked the channel variance 
between source and the relay, then the transmission 
P1 and P2 can be computed according to expression 

(8). Then ATT packet attached with the value P1 will 
be released. 

4. Source node will be awaiting the ATT packet after 
sending the CTT packet. If it receives the ATT 
packet, then the cooperative connection of source and 
relay node is formed. Otherwise, the source node will 
send the data to the BS.  

The power P2 can be given in term of P1 as: 
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where Eco1, Eco2 are the most two energies in  each cluster 
gathers both CSK and REK into consideration  to extend 
the network lifetime while encountering the average BER 
demand, Dop is the time of the power data, Rb is the data 
rate.  

V. Simulation Results  
The behavior  of the submitted  protocol is   assessed 

using MATLAB for  heterogeneous networks. In the 
system, 100 sensor nodes are arbitrarily placed in a 100 
m×100m area where the base station is suited at the 
middle. The submitted algorithm is matched with ZigBee, 
Bluetooth, and ANT protocols related to dead and alive 
sensor nodes per round, energy dissipation of the 
network, and thorough throughput. The whole figure of 
rounds utilized in the study is 2000. Network type 
variables are outlined in Table I, where Ec represents the 
transmitting energy for information packet, Ecs illustrates 
the energy dissipation of a control packet, Ees illustrates 
the receiving and computing energy dissipation of the 
information packet. Here, the whole sensor nodes have 
several amounts of initial energies. The initial energies 
are orderly dispensed on [0.5, 1]. Various workouts are 
assumed, the rate stability periods are studied, and the 
outcomes are exhibited in Figures 6, 7 and 8.  



 
Raed S. M. Daraghma 

Copyright © 2020 Praise Worthy Prize S.r.l. - All rights reserved  Int. Journal on Communications Antenna and Propagation, Vol. 10, N. 3 

203 

 
 

Fig. 6. Number of dead nodes per round 
 

 
 

Fig. 7. Throughput 
 

 
 

Fig. 8. Energy Consumption 
 
Figure 6 represents the average figure of dead sensor 

nodes per round, showing stability time of the network. 
The death of the first sensor node happens at the round 
503 in ANT whereas the death of the first sensor node 
happens at round 1500 and 1829 in Bluetooth and 
ZigBee, respectively.  The death of the last sensor node 
happens at round 1100 in ANT protocol whereas the 
death of the last node occurs at round 2993 and 3598 in 
Bluetooth and ZigBee, respectively. Hence, the stability 
and the network lifetime for ZigBee protocol perform 
better when matched to other protocols. Figure 7 displays 
the successful packet received by base station. ZigBee 
protocol attains higher throughput than Bluetooth and 
ANT protocols. The total packet received by base station 
has been 79255 in ANT whereas the total packets 

received by the base station have been 202058 and 
252057 in Bluetooth and ZigBee, respectively. Therefore, 
ZigBee protocol has a better throughput than other 
protocols. Figure 8 shows the total remaining energy over 
time. The whole   energy in the network is 7.5 J. The 
primary energy of the network is dissipated at the round 
503 in the ANT protocol whereas the primary energy of 
the network is dissipated at round 1500 and 1829 for 
Bluetooth and ZigBee protocols respectively. In Figure 9, 
the packet size of the data with respect to the successful 
packet received to the base station (throughput) is 
simulated. As shown in this figure, the throughput does 
not attain less than about 200000 bit/s (new  unit) for 
ZigBee protocol, not less than about 150000 bit/s for 
Bluetooth and not less than about 50000bit/s (new unit)  
for ANT protocol. Anywise, the throughput can be 
remarkably reduced when the number of packet size 
increases for each of the three protocols. In Figure 10, the 
packet size of the data with respect to the first dead nodes 
is simulated. As can be seen, the first dead node for the 
three protocols deceases when the number of packet size 
increases. However, the first dead node does not reach 
more than about 2000 round for ZigBee protocol, not 
more than about 1800 round for Bluetooth, and not more 
than about 600 round for ANT protocol. In Figure 11, the 
packet size of the data is simulated with respect to the last 
dead nodes; it can be seen that the last dead node for the 
three protocols deceases when the number of packet size 
increases. However, the first dead node does not reach 
more than about 3800 round for ZigBee protocol, not 
more than about 3400 round for Bluetooth and not more 
than about 1300 round for ANT protocol. 

 

 
 

Fig. 9. Comparison of the Throughput versus the packet size 
 

 
 

Fig. 10. Comparison of the first dead node versus the packet size 
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Fig. 11. Comparison of the last dead node versus the packet size 

VI. Conclusion 
In this paper, a novel cooperative algorithm is 

suggested to route data in WSNs. The major 
concentration has been to improve cluster head chosen 
method. In the submitted protocol, cluster heads are 
chosen in every cluster by a probability formed on the 
ratio between cooperative energy of sensor node and the 
average energy of the network. In this paper, the lifetime, 
the throughput, the energy consumption, the packet size, 
and the bit error rate for the ANT, ZigBee and Bluetooth 
protocols have been investigated. It has been discovered 
that ZigBee protocol has achieved the most prolong 
lifetime, throughput and lowest energy dissipation, 
coming after Bluetooth and ANT.  The result shows that 
the throughput decreases with the increasing of the 
packets size and bit error rate. Furthermore, the ZigBee, 
ANT and Bluetooth protocols technologies have been 
also examined, jointly with the common overview of the 
technology that helps the users in considering the needed 
elements when selecting the technology while permitting 
the vendors and the manufacturer of different Protocols 
in wireless sensor network devices to formulate the 
needful refinements in the fields with shortages.   
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Detecting the Online Shopping Factors Using the Arab Tweets 
on Media Technology 

 
 

M. B. Yassein, O. Alomari 

 
 
Abstract – With the popularization of the internet and media technology and the rapid adaption 
to the development of information technology, the online shopping has been accepted by millions 
of customers as a new model of shopping. It has been applied to different domains such as 
electronics, books and clothing marketing. Thus, it has led to the growth of hundreds of online 
shopping sites around the world and has created competitive electronic commerce. This paper 
analyzes the influencing factors on consumers of online shopping in the Arab world using Arabic 
tweets. Several classification algorithms have been used, such as support vector machine, naive 
Bayes, random forest, voting classifier and decision tree in Python and Weka. The results show 
that around 51% of users say that the online shopping is better than the traditional one based on 
the tweets in dataset. In addition, it has been found out that the random forest is the best algorithm 
in Python compared to other ones with an accuracy of 93.7% in 0.4 test size. Copyright © 2020 
Praise Worthy Prize S.r.l. - All rights reserved. 

 
Keywords: Machine Learning, Online Shopping, Data Mining Tools, Hold-Out Method, 

Influencing Factors, Media Technology 
 
 

Nomenclature 
MNB Multinomial Naïve Bayes 
DT Decision Tree 
SVM Support Vector Machine 
RF Random forest 
VC Voting classifier 

I. Introduction 
The development of information technology, media 

technology and the internet network has provided 
internet users with a huge number of online services. One 
of them is the online shopping, which has become an 
important shopping model that has given the consumers 
the ability to shop smartly anytime and anywhere over 
the internet. The concept of e-shopping has spread 
widely among internet users around the world because it 
allows them to explore different alternatives and choose 
the best ones in shorter time and with fewer efforts than 
traditional shopping. It also provides the ability to 
compare products, prices, and trade-offs between stores 
[1], [2]. Among the top companies around the world, 95 
percent of them has established their own websites, 30 
percent of these companies perform online commercial 
activities over their websites [3]. M. H. Moshrefjavadi et 
al. in [4] have examined some factors that influence the 
online shopping behavior of consumers. The results have 
indicated that non-delivery risk and financial risk have a 
negative effect on consumers' behavior, so they have 
concluded that e-sellers should make their websites safer 
and they should assure consumers about product  

 
delivery. The number of social media users is increased 
and the size of the data is huge. Therefore, the data need 
some preprocessing techniques and many machine 
learning algorithms to extract useful information in order 
to use it in many tasks and fields. In this study, the 
collected data have included 7065 out of 9573 tweets 
from Arabic customers’ reactions to online shopping 
from YouTube and Twitter. Then, the influencing factors 
on consumers of online shopping in the Arab world have 
been analyzed. Several classification algorithms, such as 
SVM, MNB, RF, VC and DT have been evaluated in 
Python and Weka with different test sizes (0.1, 0.2, 0.3, 
0.4 and 0.5).  

The remainder of this paper is organized as follows. In 
section II, the previous related works are discussed. 
Section III contains an overview of Arabic language 
structure. Section IV shows the proposed system. In 
section V, the experimental results are presented. Section 
VI provides a conclusion and future works that can be 
done. 

II. Related Work 
Ahmeda et al. in [3] have collected the dataset about 

products and customers from the most popular online 
shopping websites and then they have classified them 
using the most popular machine learning classifiers in 
order to provide a recommender system that gives a 
personalized recommendation to the customers. The 
decision table of eleven classifiers provides a high 
accuracy up to 87.13% and the low accuracy is 36.30%.  

https://doi.org/10.15866/irecap.v10i3.19230
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Therefore, this result can help the various online shops 
to build a perfect recommender system.  

This helps customers to find their needs from the 
represented products on online shopping website using 
decision table of eleven classifiers. Kumar et al. in [5] 
have studied the factors that affect the online shopping 
behavior of consumers and they have found out that the 
non-delivery risk and financial risk negatively effect on 
the online shopping.  

Therefore, the dealers should make their websites 
secure from a financial perspective and guarantee the 
delivery of their products to the customers.  

Therefore, the attitude variables make a fundamental 
contribution in online shopping. This will make a 
positive effect on attitude toward online shopping. Jiang 
et al. in [6] have studied the factors affecting the 
consumers' buying behavior towards online shopping and 
the research result that provided stakeholders in 
managerial implications.  

In addition, they have provided feedback and certain 
understandings to the stockholders to apply and improve 
different trade manners in order to raise customers' 
intention to shop online. The research has showed that 
creativity in a specific domain significantly effect on 
customers' buying intention.  

Therefore, the dealers may develop new technologies 
or features that make their online stores attractive and 
easier to use which will impulse the customers to shop 
online. Lim et al. in [7] have studied the factors 
influencing online shopping behavior. The research 
results show that three out of five hypotheses are true.  

The first one, the connection between the online 
shopping and purchase intention, has showed the 
strongest relationship and purchase intention for 
university students affected by perception friends, media, 
and families. Nisar et al. in [8] have studied the factors 
that determine e-satisfaction and consumer spending in e-
commerce retailing. The results show that the customer 
satisfaction is a core factor in both online and offline 
shopping.  

Therefore, the e-dealers always aim to improve e-
services quality, provide wide products ranges, and 
frequently updating customer expectations to increase 
consumer spending. Monsuwé et al. in [9] have studied 
the factors that drive consumers to shop online. The 
results show that the attention to shop online and the 
attitude about online shopping are not affected only by 
usefulness, ease of use, and enjoyment but are also 
affected by external factors such as trust in online 
shopping, product advantage and previous experience in 
online shopping. Chang et al. in [10] have analyzed 
experimental research on online shopping. Based on this 
study, two reference models have been derived. It has 
been found out that many important variables have not 
been fully investigated. The effort has been put into a 
comprehension of the dynamics of the adoption of online 
shopping in order to develop online transactions, attract 
customers to buy online, and move to society more 
heavily involved in e-commerce. 

III. Arabic Language Challenges 
In this work, many challenges have been faced while 

using the Arabic language since it is like an encyclopedia 
of words. 
1. One word in Arabic may be changed if only one or 

two alphabets have been added to its stem, i.e. كѧѧѧѧѧѧѧѧبت 
 ;بتكѧѧѧѧѧѧѧѧѧھ,

2. Most of the users have repeated the letter more than 
once to put emphasis on the meaning of the word that 
expresses their feelings, such as عѧѧѧѧѧѧѧѧѧھبعععѧѧѧѧعت that 
means being very tired; 

3. Negation words, which are used to give the opposite 
meaning of the verb such as لѧѧردأ نѧѧب شѧѧذج, that means 
"I didn't study hard". 

IV. Methodology 
The proposed system works on Arabic reviews from 

YouTube and Twitter. This system divides the Arabic 
reviews into three categories: positive, negative and 
neutral. Preprocessing steps have been applied to the 
collected Arabic tweets in order to make the data more 
useful and understandable. A set of classification 
algorithms has been used in this system, such as SVM, 
MNB, RF, VC and DT in both Weka and Python with 
different test sizes (0.1, 0.2, 0.3, 0.4 and 0.5). These 
algorithms’ results are compared in terms of accuracy, 
precision, recall, and f1-scoe metrics. Figure 1 shows the 
proposed system design. 

IV.1. Collect Dataset 

It is difficult to collect data in social media since its 
language is informal, irregular, unstructured and 
multilingual [5].  

The data have been taken from Twitter and to get that 
data, it is fundamental to have a Twitter account that 
allows accessing the Twitter application manager and 
creating a key that has been treated with the Java code 
that includes twitter 4J library. The code collected all the 
reviews by using keywords such as”  جԩست ةدԩتلا ”,”قԩلیص
ٌولا”,”یوًرتكلا قԩست ”,”راعسلاا ”,”تھذخ  ًوا ثاجت   .and hashtags ”ییلا

These tweets have been saved in excel format with 
their classification label.  

 

 
 

Fig. 1. Methodology Architecture 
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However, the YouTube and Twitter tweets have not 
been clean because there have been many reviews that 
are not related to this research. Therefore, only 7065 
reviews out of 9573 tweets have been useful. 

IV.2. Labelling Dataset 

Each review in the dataset has been categorized 
manually into one of three classes; positive, negative or 
neutral.  

The number of each category is shown in Fig. 2. 
• Positive review: Any customer review that supports 

online shopping services from all the aspects, or 
shows a good experiment with online shopping, has 
been expressed by 1. The number of the positive 
examples is 3581 tweets. An example of this category 
is:“  لعԩ ٌھ عیوج نصخ ԩԩبԩك مذقي ԩىً رجتھ  ضیفخت تبسٌب 01ثاجت
 ;”رجتѧѧѧѧѧѧولا

• Negative review: Any customer review that does not 
support online shopping and prefers shopping in the 
store, or shows a bad experiment with online 
shopping has been expressed by 0. The number of the 
negative examples is 493 tweets. An example of this 
category is: “ يѧѧѧѧѧواز ھكѧѧѧѧѧولا ھیѧѧѧѧѧسلا یف ذً ییسԩولارأ نقط قѧѧѧѧاس 
 ;”ثاعبطѧѧѧѧѧѧѧѧب

• Neutral review: It is not a positive or a negative 
review; it is an advice or a question. It has been 
expressed by 2. The number of the neutral examples 
is 2990 tweets. An example of this category is: “ 
ھود ریبكѧѧѧѧѧѧѧѧѧلا كفԩیѧѧѧѧѧѧѧѧѧض دذعѧѧѧѧѧѧѧѧѧب كѧѧѧѧѧѧѧѧѧلاب لغشѧѧѧѧѧѧѧѧѧت لا ظԩفحѧѧѧѧѧѧѧѧѧھ ا
 .”نھاًكھ ԩلأ

IV.3. Preprocessing Steps 

After collecting the data, they have been preprocessed 
since they have not been clean and have contained many 

useless or not understandable things [11]. In this 
paper, the pre-processing has been done in two steps. The 
first one is using Java code and Excel tool in order to 
remove the tweets duplicates and to remove anything in 
the dataset except Arabic words. The second step has 
been done in Weka tool [12] and python. In Weka, each 
word in the text has been converted into a vector using 
StringToWordVector filter [13], [14].  

 

 
 

Fig. 2. Number of each category in dataset 

In Python, the retweet word (RT), twitter user 
mentions, hashtags, links, special chars, and numbers 
have been removed. The preprocessing in Weka is 
implemented using StringToWordVector filter. The aim 
of this filter is to transform the text word to numeric 
values that represent the frequency of the words in the 
text [13], [14], and contains many techniques, such as: 
• The tokenization means to divide the text into set of 

words based on space and it is applied using many 
algorithms, such as WordTokenizer [15], [16] that is 
found in this filter; 

• The stop words list means that set of words that occur 
frequently, not useful and it is applied using many 
algorithms, such as Rainbow technique. [15], [16] 
that is found in this filter; 

• The stemming means to return the word to the base 
and it is applied using many algorithms, such as 
snowball stemmers [15], [16] that are found in this 
filter. 

IV.4. Extract Features 

After preprocessing process, the features have been 
extracted and fed into all the machine-learning 
algorithms. Because the machine learning algorithms 
cannot deal with the text directly, it should be converted 
to numbers using different techniques. In this paper, a 
CountVectorizer technique in Python has been used. It 
counts the word in each tweet in dataset, so the 
algorithms can deal with the text based on the count of 
each word in each tweet or sentence [17]. 

IV.5. Classification Algorithms 

Classification is one of the most important steps in 
text mining algorithms, machine learning and natural 
language processing (NLP) [18]. In addition, it is used in 
different applications and tools in many fields such as 
marketing, and online shopping... etc. Its goal is to make 
the predefined classes ready for a text document [18].  

Text classification can be done in two steps: the first 
one is building a machine-learning model (classifier 
model). This step can be accomplished after the dataset 
preparation, which is named as a training dataset that 
contains a set of reviews and every comment related to a 
specific label [18]. The second step is testing the dataset.  

This one is accomplished by testing the classifier 
model that has been built previously based on an unseen 
dataset. Many of the classification algorithms can be 
applied by using several software tools that are online 
sources and can be easily downloaded such as WEKA, 
and Python.  

In this paper, many of the classification algorithms 
implemented in WEKA and Python tools with test sizes 
(0.1, 0.2, 0.3, 0.4 and 0.5) have been used, such as 
Multinomial Naïve Bayes (NB), voting classifier, 
Support Vector Machine (SVM), Decision Tree (DT) and 
random forest. Next, there is a detailed explanation for 
each one of these algorithms: 
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• MNB classifier: The most widely commonly used to 
build a sentiment analysis model is Naïve Bayes with 
different types. In this paper, Multinomial NB has 
been used. MNB is a supervised method that needs to 
have a learning dataset before starting to work. It is 
also considered as a simple probabilistic algorithm 
since it is designed based on the Bayesian probability 
method [19]. This type of NB deals with the discrete 
values not numerical values like sport, social or 
economic categories and valid or invalid categories 
[19]-[21]. For sentiment analysis application, the 
method has been first used to determine the 
probability of a word appearance in a document. 
Then, the classifier has been built to classify the 
tweets based on its relevance, appropriate labelling 
[19]-[21]. In this paper, the parameters in Python are 
alpha with value 1.0, fit prior with True and class 
prior (number of class) with None. In Weka, the 
parameters are batch size equal to 100 and 
numDecimalPlaces equal to 2; 

• DT classifier: A decision tree is a flowchart tree 
structure. Every inner node (non-leaf node) represents 
a test on an attribute, each branch in the tree 
represents a result of the test, and every leaf node 
represents a class label [22]-[24]. Given a record X, 
where the related class label is anonymous, the 
attribute values of the record are tested against the 
decision tree. The path is traced from the root to the 
leaf node, which holds the class prediction for that 
record. Then decision trees can be easily converted to 
classification rules [23]-[25]. In this paper, the 
parameters in Python are criterion is gini index, 
splitter is best and the min_samples_split is equal to 
2. In Weka, the parameters type is J48, and the batch 
size is equal to 100; 

• SVM classifier: The SVM is a kind of supervised 
machine-learning algorithm, which means that the 
class label is known. It is widely used in problems 
that relate to the linear and the nonlinear data 
classification [24], [26]-[28], [34], [35]. The SVM 
works as the follows. It represents the points from 
dataset in space and tries to find and search the 
longest distance hyperplane that separates the data 
into two classes. The longest distance is called 
Maximum Marginal Hyperplane (MMH) [24], [26]-
[28]. In this paper, the parameters in Python have the 
kernel type of linear, and the probability is equal to 
True. In Weka, the parameters have kernel type of 
polykernel with exponent equal to 1, and the batch 
size is equal to 100; 

• RF classifier: RF is a type of machine learning 
algorithm in which the class label is known to each 
object in the dataset. The ensemble classifier is a 
classifier that combines multi-classifier in it in order 
to enhance the overall accuracy [29]. The RF is 
ensemble classifier that combines decision tree 
algorithm. The pros of RF are not sensitive to the 
overfitting that the decision tree algorithm is 
produced and it can handle a massive dimensionality 

of data [29], [30]. In this paper, the parameters in 
Python are the n_estimators equal to 100, the 
criterion is gini index and the min_samples_split is 
equal to 2. In Weka, numIterations are 100, 
bagSizePercent is equal to 100 and the batch size is 
equal to 100; 

• VC classifier: The Voting classifier is an ensemble 
classifier that is used to improve the accuracy of the 
prediction process [31], [32]. The base classifiers that 
are included in it can be the same type or combined 
between several types, such as MNB, DT, RF, and 
SVM in same time [31]. The basic concept of the 
voting classifier is each base classifier predicting the 
test dataset, and the Voting taking the prediction of 
each classifier by using the majority voting the 
discrete label or average technique for the continuous 
label based on the class label type [31], [32]. In this 
paper, four classifiers have been implemented. They 
have been used combining between them in Weka 
tool and Python in the voting classifier. The 
parameters in Python are: voting type is hard type and 
the base classifier is combined the RF, NB, DT, and 
SVM. The parameters of this classifier in Weka are: 
base classifier is combined the RF, NB, DT, and 
SVM, combinationRule: Majority Voting and the 
batch size is equal 100. 

V. Results and Discussion 
In this paper, the system has used 7065 Arabic 

YouTube and twitter customer reviews regarding online 
shopping. Firstly, the preprocessing on the dataset has 
been applied in different tools like Java, Excel, Weka and 
Python. Many classifiers were applied, such as SVM, 
NB, RF, DT and voting classifier. After that, the models 
have been checked by using a Hold-out technique that 
has been implemented in Weka and Python tools in order 
to split the data into training and testing based on several 
sizes that are 0.1, 0.2, 0.3, 0.4 and 0.5. In the next part, it 
will be shown in detail how every classifier has 
performed when it has been applied to the dataset. 
Different metrics have been considered in order to 
evaluate the results, which are accuracy, precision, f1-
score and recall. These metrics results have been 
calculated based on the below equations [33]: 

 
    /Accuracy TP TN TP TN FP FN      (1) 
 
  /Precision TP TP FP   (2) 
 
  /Recall TP TP FN   (3) 

 

 
 

 
21 × Precision× RecallF score

Precision+ Recall
   (4) 

 
where TP: True positives; for correctly predicted event 
values, FP: False positives; for incorrectly predicted 
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event values ,TN: True negatives; for correctly predicted 
no-event values, FN: False Negatives; for incorrectly 
predicted no-event values. Table I and Table II show the 
results for all the algorithms in different test sizes 
whether Python or Weka. Based on these tables, the best 
algorithm is the RF in test size 0.4, which shows an 
accuracy of 93.7%. 

 
TABLE I 

PYTHON RESULTS 
Test size Metric SVM DT NB RF Voting 

classifier 

0.1 

Accuracy 73.62 93.1 71.4 93.03 86.19 
Precision 75 93 71 93 88 

Recall 74 93 70 93 86 
F1-Score 72 93 69 93 86 

0.2 

Accuracy 74.92 92.9 71.3 92.97 86.92 
Precision 76 93 71 93 89 

Recall 75 93 71 93 87 
F1-Score 73 93 70 93 87 

0.3 

Accuracy 74.44 92.8 71.02 93.12 86.67 
Precision 75 93 71 93 89 

Recall 74 93 71 93 87 
F1-Score 72 93 69 93 86 

0.4 

Accuracy 74.44 93.2 71.97 93.7 86.64 
Precision 75 94 72 94 89 

Recall 74 93 72 94 87 
F1-Score 73 93 70 94 86 

0.5 

Accuracy 74.91 94.2 71.3 93.54 87.4 
Precision 75 94 71 94 89 

Recall 75 94 71 94 87 
F1-Score 74 94 69 94 87 

 
TABLE II 

WEKA RESULTS 
Test size Metric SVM DT NB RF Voting 

classifier 

0.1 

Accuracy 79.89 78.75 76.49 82.29 82.86 
Precision 78.3 78.6 75.9 82.2 82.5 

Recall 79.9 78.8 76.5 82.3 82.9 
F1-Score 78.5 76.7 75.7 80.2 81.1 

0.2 

Accuracy 80.89 77.49 76.43 81.46 82.52 
Precision 79.3 77.4 75.8 80.5 81.9 

Recall 80.9 77.5 76.4 81.5 82.5 
F1-Score 79.5 75.7 75.7 79.6 80.9 

0.3 

Accuracy 79.6 77.3 76.69 81.1 82.11 
Precision 78.2 77.8 75.8 79.9 81.6 

Recall 79.6 77.3 76.7 81. 82.1 
F1-Score 78.3 75.3 75.9 79.1 80.4 

0.4 

Accuracy 80.25 76.5 76.68 81.56 82.20 
Precision 79.3 76.6 76 80.7 82.2 

Recall 80.3 76.5 76.7 81.6 82.2 
F1-Score 79.2 74.3 75.8 79.6 80.6 

0.5 

Accuracy 80.5 76.36 75.68 80.92 82.13 
Precision 79.5 78.1 75 79.9 81.9 

Recall 80.5 76.4 75.7 80.9 82.1 
F1-Score 79.4 74.9 74.7 79 80.5 

VI. Conclusion 
In this paper, the influencing factors on consumers of 

online shopping and media technology in the Arab world 
have been analyzed using Arabic tweets. Then, several 
classification algorithms, such as SVM, MNB, RF, VC 
and DT in Python and Weka were used. The collected 
data from YouTube and twitter reviews have been 
categorized into three classes; Positive expressed as 1, 
Negative expressed as 0 and neutral expressed as 2. After 

preprocessing, these algorithms have been applied on the 
dataset. The results have shown that the Random Forest 
algorithm in the Python has achieved the best accuracy 
with 93.7% in 0.4 test size when compared to other 
classifiers. However, the VC has given the best results in 
Weka tool with 82.86 % accuracy in 0.1 test size.  

Therefore, the random forest is the best algorithm 
whether in Weka or Python and in different test sizes. 

Finally, the most affective factors on online shopping 
in the Arab World have been found to be trust in online 
shopping, non-delivery risk, financial risk, and how 
people look to online shopping. Therefore, the 
stakeholders should assure consumers about the delivery 
of their products and make their websites safer. The 
results show that around 51% of users has said that 
online shopping is better than the traditional one and 
around 49% has said that traditional shopping is better 
than the online shopping, which is based on tweets in 
dataset. In future work, the dataset size will be increased 
and more machine-learning algorithms in addition to 
deep learning algorithms will be applied. In addition, 
natural language processing tool, such as Madamira, has 
been used to extract features like part of speech tagging 
and named entity recognition. 
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