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Decision tree induction is a simple, however powerful learning and classification tool to discover knowl-
edge from the database. The volume of data in databases is growing to quite large sizes, both in the num-
ber of attributes and instances. Some important limitations of decision trees are instability, local
decisions, and overfitting for this extensive data. The simple, effective and non-convergence nature of
the African Buffalo Optimization (ABO) algorithm makes it suitable to solve complex optimization prob-
lems. In this paper, we propose the African Buffalo Optimized Decision Tree (ABODT) algorithm to create
globally optimized decision trees using the intelligent and collective behaviour of African Buffalos. The
modified African Buffalo optimization algorithm is used to create efficient and optimal decision trees.
To evaluate the efficiency of the proposed African Buffalo Optimized Decision Tree algorithm, experi-
ments are performed on 15 standard UCI learning repository datasets that are of various sizes and
domains. Results show that the African Buffalo Optimized Decision Tree algorithm globally optimizes
decision trees, increases accuracy and reduces the size of a decision tree. These optimized trees are stable
and efficient than conventional decision trees.
© 2021 The Authors. Production and hosting by Elsevier B.V. on behalf of King Saud University. This is an
open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).

1. Introduction

Large databases are important norms in today’s digital world of
big data. Data mining is the practice of investigating useful sam-
ples from these large databases collected from various sources.
Data mining is considered the heart of analytic efforts across differ-
ent industries and disciplines like communications, manufactur-
ing, education, social media, insurance and retail. Depending
upon user requirements, a variety of data mining techniques are
used like classification, clustering, regression, summarization,
association and anomaly detection. Classification is one of the
important data analysis tasks used to categorize data efficiently.
Among various classification techniques, the decision tree is found
to be a simple, expressive, robust and efficient classifier (Han and
Kamber, 2006).

A decision tree is a supervised expressive classifier that consists
of nodes collection where internal nodes are testing nodes and leaf
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nodes are decision nodes. The key challenge in the decision tree
implementation is to discover which attributes need to select at
each level. Handling this selection is known as the attributes selec-
tion. There are diverse attributes picking measures to select the
attribute which can best perform at each level. Some popular tra-
ditional algorithms like CART (Brieman et al., 1984), ID3
(Quinlan, 1986) and C4.5 (Quinlan, 1993) are used to create accu-
rate and robust decision trees. These methods are easy to under-
stand and interpret. All these algorithms follow a top-down
greedy approach to build a decision tree. These methods make a
“greedy” choice to determine which attribute should be tested in
the decision tree and how to determine splits. Besides the best
expressive, easy to understand, comprehend qualities, decision
trees are having the following major limitations (Bertsimas and
Dunn, 2017; Bennett and Blue, 1996):

e As decision trees are unstable, small variations in training data
can considerably change the organization of the decision tree.

e Due to local decisions to select the best attribute at each deci-
sion, produces inaccurate and suboptimal trees.

e Every decision is done depending on available data at each
node, so fails to utilize characteristics of all data points, which
leads to weak classification capability.

o Due to local search, influential splits are getting hidden at the
back of weaker splits.
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o Decision trees are one step optima, therefore each split is deter-
mined without consideration of future splits and adverse effects
on a decision tree.

e The top-down approach of decision trees fails to handle penal-
ties while growing trees more complex. This leads to overfitting
of decision trees.

e The top-down induction approach typically optimizes an impu-

rity measure while picking splits, rather than the use of the mis-

classification rate of training data points.

Calculations of inducing trees become very complicated and

lengthy, mainly if numerous values are uncertain or if several

outcomes are linked.

Decision tree composition is prone to sampling because these

are robust to outliers and having a tendency to overfit. If sam-

pled training data is a bit different than testing, then decision
trees may produce an incorrect classification.

The main aim of this research is to overcome these limitations
of decision trees and to create optimized and global decision trees.
Nature-inspired algorithms like swarm intelligence algorithms are
found to be promising in optimization problems due to their two
important characteristics adaptability and scalability (Brezocnik
et al.,, 2018; Abualigah, 2019). So to create a globally optimized
decision tree, a novel nature-inspired algorithm called African Buf-
falo Optimized Decision Tree (ABODT) is proposed. This novel
approach uses a modified version of a swarm intelligence algo-
rithm called African Buffalo Optimization (Odili et al., 2015) to con-
struct an efficient and optimized decision tree.

The rest of the paper has the following sections: in Section 2,
brief discussions about various methods to optimize decision trees
along with some meta-heuristic approaches are explained. In Sec-
tion 3, basic African Buffalo Optimization is explained. The basic
top-down approach to construct a decision tree is elaborated in
Section 4. Section 5 gives a detailed discussion about a novel
approach to optimize decision trees using modified ABO. Discus-
sion on experiments and results are carried out in Section 6.
Finally, the conclusion of the paper is given in Section 7.

2. Literature review

To avoid overfitting and large growing trees, pruning is one of
the best mechanisms applied while constructing a decision tree
or after the construction of a tree (Windeatt and Ardeshir, 2001;
Esposito et al., 1997). Decision tree pruning eliminates one or more
subtrees from a decision tree. It avoids overfitting of trees and
pruned trees are more accurate in classifying testing data. Different
methods have been proposed for decision tree pruning (Han and
Kamber, 2006; Bertsimas and Dunn, 2017; Bennett and Blue,
1996). These methods selectively substitute a subtree with a leaf,
if it does not decrease classification accuracy over the pruning data
set. The main drawback of pruning is that it may increase the clas-
sification errors on the training data set, but it improves the accu-
racy of classification on unseen data points. The problem of
overgrowing trees may be solved by using global decisions at each
node while selecting a splitting attribute. The global selection
approach increases the quality of a decision tree. This leads to con-
structing the whole decision tree in a single step, allowing every
split to be found with complete knowledge of all other decision
splits. This would result in the optimal tree for the given training
data set. To find optimal decision trees is an NP-complete problem
(Laurent and Rivest, 1976). Due to the number of attributes, out-
sized depth of the tree and numerous split points, tree splitting
is not global. Thus the globally optimal tree is also practically
impossible. To avoid classification errors, a decision tree should
not be overfitted and be globally optimal.
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Many efforts were carried out by researchers to develop effec-
tive ways of building optimal trees. Linear (Bennett and Evans,
1992) and continuous optimization (Bennett and Blue, 1996)
approaches are used to construct optimal decision trees. Linear
optimization is also found to be promising to optimize various
classifiers (Bhosale and Chaudhari, 2019). Continuous optimization
uses nonparametric objective error functions based on Frank Wolfe
and Extensive point Tabu search algorithms (Bennett and Blue,
1996). A multi-linear programming non-greedy based method for
global tree optimization methods produce high accuracy trees than
standard greedy trees (Bennett, 1994). This method first creates a
general decision tree and then fixes the structure of a tree. It min-
imizes classification errors to fix the structure of a tree. Iterative
linear programming is used to create optimized decision trees. To
create optimal binary decision trees, vector space partition is done
using dynamic programming (Payne and Meisel, 1977). The evolu-
tionary approach is used as a semi optimal hyperplane to construct
the depth of a decision tree in the creation of optimal decision trees
(Son, 1998). The major limitation of all these methods is that they
are applicable to create only binary decision trees. Practically these
methods fail to create the best optimal trees in confined time.
Recently Mixed Integer Optimization is used to create optimal
decision trees (Bertsimas and Dunn, 2017). The minimum depth
and optimal nonbinary decision trees created using the enumera-
tion approach (Tzirakis and Tjortjis, 2016).

From the literature, it is observed that very less work is done in
the optimization of decision trees except for pruning methods.
Very few methods are based on the evolutionary approach (Son,
1998) and meta-heuristic approaches used in literature to create
optimized decision trees. Some decision tree building algorithms
based on swarm intelligence uses Ant Colony Optimization to con-
struct trees (Otero et al., 2012; Boryczka and Kozak, 2015). Otero
and Freitas (Otero et al., 2012) proposed a novel method to build
a decision tree called Ant-Tree-Miner by the selection of decision
nodes using the amount of pheromone and heuristic information.
This method uses construction graph representation where nodes
of a decision tree are vertices and edges represent branches from
decision nodes. Each vertex is represented by a triple [level, condi-
tion, edge]. The pheromone matrix is created by mapping triple
into pheromone value. Boryczka and Kozak (Boryczka and Kozak,
2015) induced decision trees using the same approach, followed
by Ant-Tree-Miner (Otero et al., 2012) with some modifications.
In this modified approach, modified decision criteria are used to
select decision nodes and each ant creates a decision tree. It selects
the best decision tree created by ants. All these meta-heuristic
approaches only concentrated on the accuracy of decision trees
and failed to optimize trees. Ant Colony based miner (Ant-Miner)
(Parpinelli et al., 2002) extracts accurate classification rules using
Ant Colony optimization. It uses the sequential covering approach
to find rules that completely covers all training instances. After
finding rules, Ant-Miner performs pruning of rules, due to this effi-
cient classification rules get produced. Ant Colony Decision Tree
(ACDT) is a decision tree building algorithm based on Ant Colony
Optimization (Boryczka and Kozak, 2010). In ACDT, ants are used
to select the best attribute for splitting at each node. It uses towing
criteria based on heuristic function and pheromone values to find a
superior attribute.

Nature-inspired algorithms are promising problem-solving
approaches and methods that catch the attention of researchers
for their superior performance (Jr et al., 1307; Yang, 2014; Odili
et al.,, 2017; Abualigah and Diabat, 2020; Abualigah et al., 2020).
Various nature-inspired algorithms (Jr et al., 1307) are artificial
neural networks, evolutionary computing, fuzzy systems, and
swarm intelligence. These algorithms are capable of solving several
real-world problems. Among all these promising methods, Swarm
intelligence has been marked as one of the multidisciplinary
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approaches that focus on the collective behaviours of ants, flocks of
birds, schools of fish and herds of land animals. Heuristics methods
(Yang, 2014) use trial and error to find satisfactory results to a
complex practical problem within time. It is not possible to find
all possible solutions for complex problems. These algorithms must
find feasible and better solutions within less time. Heuristic algo-
rithms do not have any guarantee that they can find the best solu-
tions. The nature-inspired algorithms will work in iterations and
produce efficient solutions. Meta-heuristic algorithms have two
major components exploration and exploitation. Generating
diverse and global solution is called exploration. Exploitation
means searching in a local region to find a current better solution
by analyzing the information in this local region. The most popular
combinatorial optimization problem is the Travelling Salesman’s
Problem (TSP). The performance of 11 nature inspired algorithms
is analyzed on TSP (Odili et al., 2017). African Buffalo Optimization
and Ant colony optimization were found to be superior for finding
the optimal or near-optimal solution. The advantage of heuristics
algorithms in solving the problems is striking because of their
influential and robust searchability and its measures in dealing
the high-dimensional problems (Abualigah et al., 2020).

Swarm intelligence comprises a population of agents having
decentralized control (Li and Zhang, Aug. 2008). These agents
interact locally with each other and with their environment. The
motivation comes from the natural world, especially biological sys-
tems. These agents follow straightforward rules dictating how
individual agents should behave (local decision) and to a certain
random interaction between each other builds “intelligent” global
behaviour, strange to the individual agents. In swarm intelligence,
agents choose their actions and then carry them out. Their flexible,
robust, scalable, decentralized and self-organizational behaviour
gives the best performance in optimization tasks. Swarm intelli-
gence algorithms like Multi-vers optimization algorithms can be
hybridized with other optimization algorithms to improve opti-
mization in complex problems (Abualigah, 2020).

African Buffalo Optimization (ABO) is one of the simple non
parameterized and efficient algorithms (Odili et al., 2015). The per-
formance of ABO for different applications is compared and veri-
fied in the literature (Alweshah et al., 2020; Bera et al., 2020; El-
Ashmawi, 2018; Odili and Kahar, 2015; Padmapriya and
Maheswari, 2017; Singh et al., 2020). ABO based two-layer opti-
mization method is proposed to determine the sizes and best pos-
sible sites of Battery Energy Storage System and Wind Turbines at
the same time (Singh et al., 2020). A modified ABO algorithm is
used for the integration of distributed sources of energy very effec-
tively. It shows that the speed of ABO is better than Randomized
Insertion. M. Alweshah et al. (Alweshah et al., 2020) proposed an
effective method for neural networks based on ABO. The proba-
bilistic neural networks (PNN) are trained and weights in the
trained network are adjusted by applying ABO algorithm. ABO
based PNN gives efficient performance for various datasets by
increasing the accuracy of classification. To work in a large hetero-
geneous network with several intermediate nodes, ABO achieved
efficient performance for controlling wireless sensor nodes (Bera
et al., 2020). This is one of the effective methods to manage all sen-
sor nodes in the network between the source node to the destina-
tion node. ABO is efficiently applied to globally reduce traffic in the
network and energy consumption of intermediate sensor nodes. To
solve various real-world problems, collaborative teams in social
networking play an important role. W. Ashmawi (El-Ashmawi,
2018) applied ABO algorithm to reduce communication costs in
these collaborative teams of social networks. ABO optimizes the
cost of communication by combining a discrete crossover operator
with a swap sequence operator. This improved ABO algorithm first
finds a solution and then applies a discrete operator between the
best herd fitness and exploration parameter of buffalo. Odili et al.
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(Odili and Kahar, 2015) applied ABO algorithm to optimize various
numerical functions. These 20 benchmark functions are con-
strained to unconstrain, uni-modal to multi-modal from different
domains which proves that ABO is the best meta-heuristic algo-
rithm to perform global optimization. R. Padmapriya and D.
Maheshwari (Padmapriya and Maheswari, 2017) applied ABO opti-
mization to minimize interference in mobile cellular communica-
tion. This approach involves a combined support vector machine
with ABO to increase throughput and capacity of wireless channels.
Real-time classifiers require less response time and are possible
with the help of optimization methods (Anwar and Azrag, 2015;
Bhosale and Chaudhari, 2019; Bhosale and Chaudhari, 2017).

To deal with all limitations of decision trees described in Sec-
tion 1, novel nature-inspired decision tree optimization techniques
to optimize decision trees based on the modified African Buffalo
Optimization algorithm. It creates efficient, accurate, small-sized
decision trees. Results obtained on the various UCI machine learn-
ing repository data sets (Lichman, 2013) shows that it performs
outstanding compared to existing decision tree construction
approaches.

3. African buffalo optimization algorithm

Odili, Kahar and Anwar (Odili et al., 2015) proposed a novel, fas-
ter and simple African Buffalo Optimization algorithm to optimize
the travelling salesman problem. ABO is inspired by the move-
ments of African buffalos which are herbivorous and migrate in
search of lush green pastures. The herd of buffalos is searching
for secure and greenery areas around South Africa. African buf-
faloes have three extraordinary attributes that help them to sur-
vive. The first important attribute is that they are communicating
intelligently with each other using their “maaa” and “waaa”
sounds. “waaa” vocalization is an indication to other buffalos in
the herd that keep moving because the place is not suitable or it
is dangerous (prone to the attack of other animals). “maaa” vocal-
ization indicates other buffalos in the herd that stay on to use the
present location as it is safe and good grazing pastures. The second
attribute is their extensive memory capacity to keep track of thou-
sands of kilometers routes. The last and very important attribute is
the democratic nature of buffalos. If opposing calls in the herd by
some buffaloes, then “election” is taken by buffaloes to take the
final decision to move or stay. All these intelligent behaviour of
buffaloes gives larger productive results. All these intelligent beha-
viour of buffaloes to optimize a decision tree are used in ABODT. In
this work, a modified version of ABO is used to create optimized
decision trees, which are efficient and optimized. These optimized
decision trees give better performance than other optimization
techniques and pruning of decision trees.

The ABO algorithm (Odili et al., 2016) starts with placing each
buffalo randomly in an n-dimensional solution space. In this algo-
rithm buffalos, “maaa” (stay on to exploit) signals indicate
exploitation and the “waaa” (move ahead) signal represents an
exploration of a new search. After placing buffalos randomly, each
buffalo’s exploitation (“maaa” value)May,,; is updated with the
help of bgr,,., (best fitness of herd) and bpr,,,, (best fitness of indi-
vidual buffalo) using Eq. (1).

Algorithm 1. African Buffalo optimization(ABO)

1. Consider n buffalos with objective optimization function

FEOX = (X1,X2, v n e xn)”

2. Initialization of buffalo: Place each buffalo randomly at
nodes in solution space.

3.foreach k=1 ton ‘do

(continued on next page)
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(continued)

Algorithm 1. African Buffalo optimization(ABO)
Update fitness value using Eq. (1).

May.1 = May + Ifrand; (bgrmex — Way) + Ifrand, (bprma — Way) (1)

4. Update the location of the buffalos in relation to bgr,,,, and
bpr e using Eq. (2).

Way,, = (Wag + May)/ £0.5 @)

5. If bgr,,.« updated then go to step 6 else go to step 2.

6. Check for stopping criteria, if it is not met then go to step 3.
end

7. Output best optimized solution.

If the current fitness of buffalo is better than the individual’'s max-
imum fitness (bpr .. ), then it keeps the location vector for this par-
ticular buffalo. If the current fitness is better than the herd’s overall
best fitness then this herd’s maximum fitness (bgr,,,) get saved and
used in the next iteration. By using Eq. (2), all buffalos location is
updated and looks at the next buffalo in the population. After that
check for global best fitness meets the exit criteria, it ends the algo-
rithm and gives the saved current location vector as the solution to
the given problem. If the best buffalo location is not improved for
the number of iterations, the whole herd is re-initialized and goes
to step 2. In Eq. (1), Ifrand, and Ifrand, are learning parameters that
take random values in the range [0-1].

Due to the flexible behaviour of this nature-inspired algorithm,
modified ABO is used to optimize the decision tree. The resulting
optimized tree is capable of performing global optimization. This
efficient, non parameterized and simple algorithm was never used
before in the context of a decision tree. The advantage of this mod-
ified ABO method is that it does not depend on parameters, simple
to design and easy to implement. ABODT algorithm is elaborated in
Section 5 in detail.

4. Decision tree learners

Decision tree learners are influential analytical models that are
simple to understand, visualize, apply and evaluate (Quinlan,
1986). The decision tree is a supervised classifier. It trains a deci-
sion tree classifier and uses it for testing unseen instances. One
of the major advantages of a decision tree is that it requires fewer
data to train and gives the best evaluation performance. The deci-
sion tree building algorithms (Quinlan, 1986, 1993) use a divide
and conquer method to construct a tree. It constructs a decision
tree using a givenT, training set. This training set contains a
set of instances depending upon the size of the dataset used for
training. Each instance consists of attribute values along with the
class. It calculates the frequency of a class for instances in a train-
ing set Tyqpn. If all instances are of the same class, then node is cre-
ated with that class. But, if set T,,;, contains instances of more than
one class, the best attribute using splitting criteria is selected for
splitting. The training set Ty, is partitioned into k different sub-
sets {Ty,Ty, - Ty} using the test on selected attributes.
Recursively the algorithm is applied to each non-empty partition.
The algorithm for building a decision tree (Quinlan, 1986, 1993)
is as follows:
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Algorithm 2. Decision Tree Construction

Build_Tree
(TtrainvA)
1. Create a decision node nd.
2. If all data samples from Ty,are of the homogeneous class
Cithen make nd as a leaf node with label C;.
3. If attribute set A is empty then makend as a leaf node with
the most common class C; label (using majority voting).
4. Select attribute Ajfrom attribute setA , with the highest
information gain, then Label nd with attributeA;.
5. For each value v of attribute A;:
a. Make a branch from nd with condition A; = ».
b. Let Syain be the subset of samples in Tyqim With A; = 2.
C. If Sirain is NIL then-Attach Ajlabel to the leaf node with
the most common class in Tqqin, €lse Attach node cre-
ated by Build_Tree (T¢rqin,A)-

This decision tree algorithm builds a tree model using a recursive
method. Once the model is trained, the unseen samples are applied
to check the accuracy of a model. CART (Brieman et al., 1984), ID3
(Quinlan, 1986) and C4.5 (Quinlan, 1993) are some popular and
widely used methods for creating a decision tree. Because of their
performance, these are used in the construction of decision tree for-
ests and hybridized classifiers. The main aim of ABODT is to over-
come the drawbacks of decision trees stated in section 1. These
trees take local decisions based on available data, so fail for a global
decision. Proposed method is optimizing these trees to take global
decisions with the help of ABO algorithm. These decision trees are
optimized by taking characteristics of African buffaloes. Results
show that optimized decision trees by using African Buffalo Opti-
mized Decision Tree (ABODT) method are capable of taking global
decisions and perform best as compared to methods in the litera-
ture. We are using Weka implementation of J48 algorithm to apply
our ABODT algorithm (Hall et al., 2009).

5. Proposed System methodology

A decision tree is one of the promising classifiers for categorizing
data accurately. Decision trees are prone to over-fitting, under-fitting
and local decisions (Otero et al., 2012; Boryczka and Kozak, 2015). To
improve and globally optimize the decision tree, various meta-
heuristic algorithms, including genetic algorithm and ant colony
optimization are used in the literature (Otero et al., 2012; Boryczka
and Kozak, 2015, 2010; Parpinelli et al., 2002; Jr et al., 1307; Yang,
2014; Odili et al., 2017). All these algorithms are parametric and
require reinforcement to achieve better results and make them faster.
ABO is found to be promising in information propagation because the
entire herd works as a unit. In this paper, modified African Buffalo
Optimization is used to create a globally optimal and accurate deci-
sion tree. African Buffalo Optimized Decision Tree (ABODT) is pro-
posed to create an efficient, accurate and optimized decision tree.
The ABODT algorithm is less parametric. Behavior and characteristics
of African Buffalos are the main motivation to optimize decision
trees. This algorithm uses all attributes of African buffalos forimprov-
ing the classification performance of the decision tree. The following
characteristics of African buffalos are used in modified ABO to create
globally optimized decision trees, which are not inculcated in the
standard ABO algorithm created by Odili et al. (2015).

e When African buffalos move from one position to another in
search of green pasture, the best buffalo move towards the
green pasture, if the target area with green pasture is safe then
only it calls other buffalos.
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o After the first buffalo migrated to the target area, then other
buffalos move one by one to the target area.
o After migration, if any buffalo finds or recognizes the target area
is not safe then that buffalo return back.
If unsafe buffalo moves backward, then the remaining buffalos
take decision based on the decision of the majority buffalos. If
the majority of buffalos migrated towards the target area com-
pared to buffalos coming back then these buffalos migrate
towards the target area. This property of buffalos is called an
election and depending on the majority, buffalos take a
decision.
If compared to several buffalos moving back, maximum buffalos
are migrated to the target area, then the target area is safe and
secure for buffalos.

All these characteristics are used in the modified buffalo opti-
mization algorithm. The modified ABO with the above characteris-
tics creates optimized trees. The proposed ABODT algorithm
creates an optimized decision tree whose size is less compared to
the original size of decision trees. The general procedure of the pro-
posed ABODT is shown in Fig. 1 with a block diagram. This block
diagram shows major steps in the proposed ABODT algorithm
which starts from taking input data and performing optimization
of decision trees using ABODT algorithm.

Following are the steps of the modified ABO algorithm which
creates globally optimal decision trees and based on this, ABODT
algorithm is implemented and evaluated. Modified ABO algorithm
is depicted in Algorithm 3:

Algorithm 3. Modified ABO algorithm

1. Initialization: Randomly place buffalos in n-dimensional
search space.

2. Move best Buffalo to the target green pasture: The buffalo
with the highest fitness is moved towards target safe and
lust green area.

3. Best buffalo give “waaa” call to remaining buffalos: When
best buffalo finds that the target area is suitable and safe
then it calls other buffalos with “waaa” call.

4. Calculate Fitness of buffalos in the target area: After mov-
ing each buffalo to the target area, the new fitness of each
buffalo is calculated using “maaa” call. If the herd’s fitness
(bgrmax) is increased after adding this new fitness then
buffalo will remain in the target area.

5. If migrating buffalo finds target area insecure then it
returns back: In the target area, if any migrated buffalo
finds insecurity then buffalo moves back towards the old
area.

6. Check fitness of target area: If the majority buffalos
migrate to the target area means the target area is secure
and safe, which indicates the fitness of the target area is
good compared to the old area.

The steps of ABODT algorithm to create a globally optimized deci-
sion tree using a modified ABO algorithm are shown in Algorithm
4, The ABODT starts with the construction of decision trees from
training data and then a modified African Buffalo Optimization

Training Optimizati
f— Dataset ==>  Build 0’; using Evaluate
npu Decision Optimized
—) Modified pUmIZE
Dataset tree ABO = Decision
Testing => tree

Dataset

Fig. 1. General Block diagram of proposed ABODT algorithm.
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algorithm is applied to optimize the decision tree. The ABODT algo-
rithm improves various parameters like the accuracy and size of a
decision tree and avoids over-fitting by creating a globally opti-
mized decision tree. The accuracy of a decision tree is calculated
by the number of unseen instances correctly classified by a decision
tree out of the total number of instances supplied for testing. The
total number of nodes in the decision tree is depicted as the size
of a decision tree.

In ABODT, C4.5 decision tree (Quinlan, 1986) using Algorithm 1
is constructed and then it is optimized using a modified ABO algo-
rithm. The C4.5 decision tree (Quinlan, 1986) was found to be a
promising classifier, which gives excellent performance for all
types of data. Some basic terminologies are used in the ABODT
algorithm. Nodes of decision trees are depicted as buffalos. Each
non-leaf node represents the best feature selected for comparison
while creating a decision tree. Each non-leaf node corresponds to
one buffalo in ABODT. Suppose n number of nodes are created in
the decision tree. This set of nodes (attributes or features) with fit-
ness is input to the modified ABO algorithm. The fitness calculation
for each node in each iteration evaluates the competence with
other nodes. The main objective to calculate fitness is the selection
of the best node on the upper level of the tree. These nodes also
consider as the best features in an individual tree after applying
optimization criteria.

In ABODT, the fitness of any node is calculated using the heuris-
tic function called the information gain ratio. The heuristic is a
function that is used in a knowledgeable search, and it finds the
best path. It input the current state of the agent and finds the esti-
mation of how close the agent is to the target goal. The heuristic
method gives the best solution maximum time, but it sure to find
a better solution in minimum time. The gain ratio (Quinlan, 1993)
is used to find a good attribute from a set of attributes that split the
data so that each successor node is as pure as possible. It selects
the best attribute with high degree order which distributes
instances of a single class from other classes. Information gain is
biased towards multi-valued attributes (Han and Kamber, 2006).
This drawback is removed by gain ratio, so to select a node with
the best fitness, ABODT uses the gain ratio which is used in C4.5.
The training set Ty consist of C = {Cy,C;, Cs, - - -.C,} be n different
classes. The probability p; that an instance belongs to a class C; is
calculated using Eq. (3)

~_ freq(Gi, Tirain)
! ‘Ttrain‘
Where, |Tgqin| is the total number of instances in Tg,. The num-

ber of instances belongs to a class C; is given byfreq(C;, Tiqin). Infor-
mation gain of Ty, is calculated using Eq. (4)

3)

info(Tain) = Zpl x log, (p 4)

The dataset Ty, partitioned into s partitions based on domain
values of a non-class attribute A;. The information obtained by this
portioning process is given by Eq. (5)

Z | tramjl
|Ttram‘
The information gain of attribute A; is calculated using Eq. (6)

infO(Ttrain) - infO(Ah Ttmin) (6)

The problem of information gain is that it is biased towards
attributes with many values. So Gain ratio which is used as fitness
in ABODT is calculated using Eq. (7).

infO(Aiy Trmm =

Ttram]) (5)

gain(A;) =

gain(A;)

(7)
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The splitinfo(A;) calculates information gained by splitting the
training set Tuqn, into s subset on test attribute A;. The
splitinfo(A;) is calculated by Eq. (8).

splitinfo(Ai) = =) [T x log, <M> (8)

= |Ttmin ‘ ‘ Ttrain |

The gain ratio of a node is the gain ratio of a attribute tested at
that node. To select the best buffalo, ABODT uses the fitness of the
node which is calculated using the gain ratio, which gives an effi-
cient performance in the optimization of a decision tree. These buf-
falos make “maaa” and “waaa” to reposition randomly based on
the best buffalo fitness. The entire ABODT algorithm is given in
Algorithm 4 as follows:

Algorithm 4. Proposed African Buffalo Optimized Decision

Tree (ABODT)

Input: Decision Tree Tr(nd;,nd,,nds, - - - .., nd,) using training
setTtrain

Output : Optimized Opt_Tr.

Begin

1. Randomly place buffalos at each node in Tr

2. Initialize

Opt_Tr — {5}

for each node nd in Tr do

Wa,g — 0

Ma,; — 0

end

3. for each node nd in Tr do

4. Move the best buffalo (node) to the target area (Opt_Tr).

Opt_Tr — Opt_tr U {nd}

5. Ifrand; = Math.Random()

Ifrand, = Math.Random()

bgr . = Meany ;" Jfitness(k)

bpr pq = fitness(k)

where m is the total number of migrated buffalos (nodes) to
the target

area(Opt_Tr).

6. Update Exploitation of each buffalo

Mand = Mami + lfﬂlﬂd] (bgrmax - Wand)
+ lfra"dz (bprmax nd — Wa,,) (9)

7. Update exploration of each buffalo

Wapg, 1 = (Wang + Mayg)/ £0.5 (10)

8. Is bgr,,, updated? If yes go to step-4 else goto step 7

9. Remove node from Opt_Tr (Buffalo return back due to
unsafe target area)

Opt_tr — Opt_tr — {nd} goto step-4

10. end

11. Evaluate optimized tree Opt_Tr using a training setT¢est

Entire ABODT algorithm 4 is explained in detail with the following
stages:

Initialization: This is the basic step of every meta-heuristic
algorithm used to initialize the population. In the ABODT algo-
rithm, the population of buffalos is the number of non-leaf nodes
in a decision tree Tr. The configuration process achieves by putting
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buffalos at k™ node in search space at random as shown in step-1 of

Algorithm 4. Each non-leaf node represents a buffalo. The fitness of
each node is a gain ratio (bpr,,,) of that node. As shown in step-2,
initialize the optimized tree as empty and exploitation and explo-
ration of each buffalo to 0.

Move node with the highest fitness to the target optimized
list and update Location of Individual Node: Select node from
decision tree Tr with the highest fitness and move to target opti-
mized decision tree list. Update exploitation of node using Eq. 9
as shown in step-5 and step-6. bgr,,,, is herd’s fitness which is an
optimized decision tree’s fitness. Every meta-heuristic algorithm
uses fitness as an essential factor for optimization, so it is calcu-
lated for each node in tree Tr using Eq. 9. Each buffalo’s updated
exploitation Ma,q,, is calculated using the previous exploitation
location Ma,y. The information-based parameters Ifrand, and
Ifrand, helps the buffalos in deciding the necessity for relocation.
This is achieved by subtracting the present exploration location
Wa,, from their generally best bgr,, and personal best bpr,,,,-
Finally, migrated buffalo updates it’s position using Eq. (10) to best
fit in the target area.

Determine the fitness and encourage other nodes to explore:
In this phase, each node determines its location according to its
former maximum position bpr,, as well as some evidence
obtained from the exploits of the nearest neighbours. This is per-
formed using Eq. (9). This enhances the algorithm to facilitate
the direction of nodes in reference to the optimization process.
An important decision is taken in this step is to decide whether
exploration will lead to achieving better fitness or not as shown
in step-7. If it fails to achieve, then the current exploration is not
updated. Following the herd’s best buffalo fitness, update the
new location of buffalo (Exploration) Wa,4,; using Eq. (10), which
is used to update the value of the herd’s best fitness bgr,,,. In Eq.
(10), the exploitation driver is selected as 0.5 for the best
performance.

Check the fitness and take decision based on updated fitness:
If the herd’s fitness bgrmg is increased, then the movement of buf-
falos is considered. If bgrn. is not increased, then check for stop-
ping criteria otherwise return buffalos and repeat the process for
remaining buffalos as shown in step-8 and step-9.

Evaluate the optimized list of nodes: Once the criteria have
met, the algorithm terminates the execution, like the travelling
salesman problem, GA, PSO, etc. according to the optimization
strategy we need to evaluate an optimized tree on the testing
dataset.

After stopping, ABODT produces the best-optimized tree with
string feature selection and optimization algorithm. The entire
flow of an ABODT algorithm is shown in Fig. 2. The entire flow
shows that after building a decision tree, the modified ABO algo-
rithm is applied. The main aim to apply ABO algorithm is to obtain
global optimization of decision tree classifiers and the resulting
tree should be accurate and efficient. The efficiency of any algo-
rithm is measured by the time and space required for an algorithm
to find a result. The ABODT algorithm classifies instances accu-
rately as well as it requires less time and space to classify the
unseen instances.

6. Experimental results
6.1. Dataset description
The ABODT algorithm is evaluated on 15 various standard data-

sets from the UCI machine learning repository (Lichman, 2013).
These datasets are from various domains with numerical and cat-
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Fig. 2. Detailed Flow of an entire ABODT algorithm.

egorical attributes which show that ABODT with modified ABO
gives better performance than other meta-heuristic algorithms.
To evaluate the results of the proposed method, a 10-fold cross-
validation method is used. Each dataset is divided into ten parts.

Table 1

Summary of datasets.
Dataset Instances Attributes Classes
Car Evaluation 1728 6 4
Iris 150 4 3
Lung Cancer 32 56 4
Nursery 12,960 8 5
Mushroom 8124 22 2
Lymphography 148 18 4
Wine 178 13 3
Sonar 208 60 2
Glass 214 9 6
Liver Disorder 345 6 2
Zoo 101 17 7
kr-vs-kp 3196 36 2
Tic-Tac-Toe 958 9 2
Pima Indian Diabetes 768 8 2
Statlog Vehicle 846 18 4

In every fold, training is done on nine parts of the dataset and
one part is used for evaluating the performance on the ABODT
algorithm. Detail description of these UCI datasets is given in
Table 1.

6.2. Comparison of ABODT with basic decision tree algorithms

To prove the efficiency of the ABODT algorithm, first results are
compared with C4.5 basic decision trees which are promising basic
classifiers. Results of prediction accuracy are calculated for all folds
and then the average result is calculated. Before applying algo-
rithms, records with missing values are removed from a dataset.
Predication accuracy is calculated by the number of instances clas-
sified correctly to the total number of instances tested. The C4.5
decision tree algorithm is found to be an efficient and accurate
classifier and to tackle optimized tree characteristics, ABODT is
compared with C4.5 for various parameters like accuracy for
unseen instances, size of classifier and number of leaves. Any opti-
mized tree has high accuracy, minimum leaves and small size com-
pared to the original decision tree. Table 2 shows a comparison of
accuracy (%), size of tree and number of leaves of ABODT with C4.5.

Results of various sized datasets show that the accuracy of
ABODT is better than the C4.5 decision tree classifier. The accuracy
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Table 2

Accuracy, size and leaves comparison of C4.5 with the proposed ABODT method.
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Dataset Method Accuracy No. of leaves Size of tree
Car evaluation C4.5 92.47 131 182
ABODT 94.10 116 159
Lung cancer C4.5 40.65 6 11
ABODT 47.33 6 9
Vehicle C4.5 73.80 98 195
ABODT 75.74 75 159
Sonar C4.5 72.57 18 35
ABODT 73.10 14 29
IRIS C4.5 96 5 9
ABODT 97.12 4 8
Liver C4.5 63.67 26 51
ABODT 71.88 22 43
Diabetes C4.5 73.83 20 39
ABODT 76.19 17 30
Wine C4.5 93.28 5 9
ABODT 95.32 5 9
Glass C4.5 66.82 30 59
ABODT 73.24 20 47
Mushroom C4.5 100 24 29
ABODT 96.2 19 25
Comparision of Accuracy (%) Table 3 . . .
Accuracy (%) comparison of Ant Miner and ACDT with the proposed ABODT method.
122 i Dataset Ant Miner ACDT Proposed
] Zoo 85.41 96.8 98.01
§§2 Lymphography 75.53 80.23 86.10
% 2? \§\ //// \‘, R 4 ——cas B-reast cancer 92.44 92.58 96.25
260 \—// i ABODT Tic-Tac-Toe 73.24 93.16 87.70
zg \ kr-vs-kp 92.97 99.39 99.60
:g Nursery 86.23 99.41 98.30
5 @Q@ 5"“\& R G R &
é&ﬁo V&‘Q’L ¥ Data: sg\? \&‘)&

Fig. 3. Accuracy (%) comparison of C4.5 with the proposed ABODT method.

of the Mushroom dataset is decreased but the size and number of
leaves are less compared to the C4.5 decision tree. As shown in
Fig. 3, the accuracy of the decision created by ABODT is increasing
from1% to 8% due to moving buffalos from one position to another
for global optimization. The modified ABO algorithm avoids the
overfitting of decision trees caused by excess data. Decision trees
created by using ABODT are smaller than the original C4.5 decision
trees. For the Liver dataset and Glass dataset, ABODT not only
increases accuracy but also optimizes a tree. An optimized tree is
measured by using the size of a tree and the number of leaves in
decision trees. As the number of leaves more means comparisons
are more, which leads to increased time for testing. The ABODT
makes the tree globally optimal and accurate as compared to the
C4.5 decision tree.

6.3. Comparison of ABODT with other meta-heuristic algorithms

To validate the performance of the ABODT algorithm, experi-
ments are carried out to compare ABODT with efficient decision
tree methods based on the meta-heuristic algorithms. The ABODT
algorithm is unique and the first method that uses ABO algorithm
to optimize the decision tree. The main feature of ABO algorithm is
that buffalos moved from one position to another for increasing the
fitness of the group. Increased fitness leads to improvement in the
accuracy of a decision tree. Ant Miner (Parpinelli et al., Aug. 2002)
and ACDT (Boryczka and Kozak, 2010) are meta-heuristic algo-
rithms used to optimized decision trees using any colony optimiza-
tion algorithm. ABODT is compared with these meta-heuristic
algorithms. Accuracy results (%) of the comparison between Ant

miner and ACDT are shown in Table 3. Results of experiments show
that ABODT performs better than Ant miner and ACDT for maxi-
mum datasets. In Ant Miner and ACDT algorithms, the behavior
of ants is used to create optimized decision trees. In the ACDT algo-
rithm, population size 10 is used to carry out experiments. In Ant
Miner, the population of ants is equal to the number of complete
rules generated by using a decision tree. In the ABODT algorithm,
the population depends on the size of decision trees. The Number
of buffalos is equal to the number of decision nodes in the C4.5
decision tree. So a population of ABODT depends on the number
of nodes present in a decision tree.

Prediction accuracy for 6 different UCI datasets is tested using
10-fold cross-validation. Predication accuracy is the ratio of cor-
rectly classified instances from the test dataset. From these data-
sets, the accuracy of Zoo, Lymphography, Breast Cancer and Kr-
vs-Kp dataset gives more accuracy for the ABODT algorithm than
the other two algorithms. ACDT algorithm gives better accuracy
for Tic-Tac-Toe and Nursery datasets. As shown in Fig. 4, the accu-
racy of ACDT and ABODT is better than Ant miner algorithms. Now,
the improvement of ABODT algorithm is evaluated using statistical
significance tests (Demsar, 2006). In this paper, the statistical eval-
uation of results is done with the Friedman Test (Friedman, 1937,
1940). It is non-parametric statistics use to verify if a particular
factor affects when we perform the repeated measures type of
experiments.

To assess the improvement in results, the statistical significance
test is carried using the Friedman Test. The null-hypothesis to test
using the Friedman test is that all algorithms are equivalent. Fried-
man Test is used to compare multiple classifier models on various
datasets. It ranks classification algorithms for each dataset sepa-
rately. In ABODT statistical analysis number of classifiers (k) is 3
and number of datasets (N) are 6 (Table 3). The Friedman statistic

X% (Demsar, 2006) is calculated using Eq. (11).
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Fig. 4. Accuracy (%) comparison of the proposed ABODT method with Ant Miner
and ACDT.

, 12N 5
Xr = k(k+1) ZR

Where, Rj2 is average rank jth of k algorithm. The Friedman

k+1) (1)

statistic is distributed according to Xﬁ with k — 1 degrees of free-
dom. An associated study (Iman and Davenport, 1980) shown that
that Friedman’s X2 is undesirably conservative and relaxed to com-
pute Fr as shown in Eq. (12).

_ (IN-1)X;
FF_N(k—l)—Xi (12

For our experimental results Xﬁ is calculated as 9.3333 and Fr is
17.4997. With «=0.05, the critical value F(2,10) is 4.10 (Demsar,
2006). The null-[hypothesis is rejected as the critical value is lower
than the respective statistics (F.—0s5(2,10) < Ff). The null hypoth-
esis is rejected, so a post-hoc test such as the Bonferroni-Dunn test
is performed (Demsar, 2006; Dunn, 1961). To detect significant
pairwise differences of Ranks between the control classifier
(ABODT) and all other classifier algorithms, Critical Difference
(CD) is calculated to be: 1.3528 (Demsar, 2006). Critical Difference
(CD) remains lower the pairwise differences of Ranks between the
control classifier (ABODT) and all other classifiers. It indicates that
the proposed algorithm of decision tree optimization (ABODT) per-
forms significantly better compared to other compared classifiers.

6.4. Suitability and limitations of ABODT

Swarm intelligence algorithms are found to be promising to
solve complex optimization problems (Abualigah, 2020). African
buffalo Optimization algorithm is one of the nonparametric algo-
rithm used in recent years for optimization. The proposed ABODT
algorithm is based on African Buffalo Optimization to create effi-
cient and optimized decision trees. This method increases the
decision-making ability of a decision tree classifier and globally
optimizes a decision tree. Another advantage of ABODT algorithm
is that it is suitable for any size and type of dataset. When the clas-
sifier is of small size then the space required to save a trained clas-
sifier is less and the prediction time is also get reduced. So ABODT
creates small-sized decision trees, which have less time and space
complexity. One of the main advantages of the proposed methods
is that it avoids overfitting of a tree when a decision tree is created
from a large dataset.

Optimization of decision trees is done sequentially by migrating
each node from source space to target space. If Dataset is large then
the tree becomes very large and more nodes are created. To create
an optimized tree using the proposed method is time consuming to
shift nodes from one position to another sequentially.

Journal of King Saud University — Computer and Information Sciences xxx (XxXxx) Xxx
7. Conclusion

The excellent performance of the ABO is proof of the fact that
ABO has excellent potential in solving optimization problems using
comparatively fewer constraints than most other meta-heuristic
algorithms. ABO is a stable, efficient and non-convergence algo-
rithm. To tackle the main problems of decision trees like local deci-
sions, unstable nature and overfitting are overcome using a
modified ABO algorithm. ABO algorithm is modified using the
migration feature of African buffalos. In this paper, the proposed
ABODT algorithm is applied to the decision trees to create an opti-
mized and efficient tree. The main contribution of ABODT is that it
creates globally optimized trees, which are stable and avoid over-
fitting. Experiments on 15 datasets show the extraordinary perfor-
mance of innovative and creative ABODT algorithm to obtain
optimal or near-optimal decision trees. From results, it is proved
that the modified ABO algorithm with extraordinary features of
African buffalos produces a decision tree that is more accurate
and small-sized. The accuracy of the optimized decision tree is
increased by 1% to 8% and the size of a decision tree is also reduced.

As ABODT performs optimization of decision tree by migrating
nodes so requires more time. In the future, we are applying this
ABO algorithm to the random forest to minimize time complexity
and improve the performance of each decision tree in the forest.
Also, ABO algorithm can be tested for various parameters to
improve the performance of ABODT.
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